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UNIT-I
(a) Describe various advantages and applications of Neural

networks. l0
(b) Explain the following terrns in the context of Neural

networks . 10
(i) Synapses.

(ii) Activation function.

(iii) Activation potential.

(iv) Generalization.

(a) Differentiate between Derta learning rule and perceptron

learning rule for a feedforward network. l0
(b) With the help of an example, explain how the

classification of linearly non-separable input data points
is made possible by multilayer perceptron network.

l0

UNIT-II
(a) Draw the architectural graph of the Hopfield nerwork

and explain the operational procedure in summ arized

,
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(b) Describe the Self-organizing feature-mapping (SOFM)

algorithm to adaptively transform an incoming signal
pattern of arbitrary dimension in to a discrete map.

10

4. (a) Describe the Backpropagation merhod for the training

of multilayer feedforward networks in algorithmic form.

10

(b) Explain how the number of parameters in a neural

network structure affects the following : 1.0

(i) Ceneralization.

, (ii) Computational complexity.

(iii) MSE.

(iv) Speed of convergence.

UNIT-III

5. (a) What is an Auto associative ner ? State the applicarion
algorithm of an auto associative net. l0

(b) Differentiate between continuous Bi-directional
Associative Memory (BAM) and discrete BAM and srare

the algorithm of a discrete BAM. 10

6. (a) Explain the basic concept behind Adaptive Resonance

Theory (ART). How is an ART net designed for both

stability and plasticity ? l0

(b) Describe the architecture of ARTI netriork. State

detail the computational and suirplemental units.

ln

l0
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UNIT-IV
?' (ir) Explain the advaniu-ees of Imprementation of neurar

letwgrks 
with optical components. l0

(b) write a technicar nore on'optical Hopfierd net using' , volume holograms

E. Explain any two of the following :

(a) Main operators of Genetic algorithms.
(b) Structure and training of Cognitrons.
(c) Application of Neocognitrons for pattern recognition.
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