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B.E.

Seventh Semester Examination, May-2009

Data Warehousing & Data Mining ar-401-F)

Mote @ Attempt any FIVE questions. All questions carry equal marks.
Q. 1. {a) Write the compleie process of knowledge discovery from Databases. What is the role playcd by
Data warehousing and Data Mining in this process?

Ans.
Knowledge
/ Evaluation 2
representation
l Patterns
Data miming
Data
Warehouse
; Cleaning 2
Integration
Databases
Data prining & WH in Process of Knowledge Discover
Steps :

1. Data Cleaning : To remove noise & inconsistent daza.
2. Data Integration : Where multiple data sources may be combined.
3. Data Selection : Where data relevant to the analysis task are retrieved from the database,
4. Data Transformation : Where data are transformed cr consolidated into forms appropriate for mining
by performing summary & aggregation operations,
5. Data Mining : An essential process where intelligent methods are applied in order to evtract data
pﬂ.![ﬂ]’l]ﬁ.
6. Pattern Evaluation : To identity the truelly interesting patterns representing knowledge based on some
inkeresting measures.
7. Knowledge Representation : Where visualization & knowledge representation techniques arc used to
present the mined knowledge to the user.
Q. 1. (b) Discuss and differcntiate the warking of ROLAP, MOLAP and HOLAP servers.
Ans, Relational OLAP (ROLAP) :
- These are the intermediate servers.
Stand in between a relational back end server & client front end tools.
= Usearelational or extended relational DBMES.
—  Servers include oplimization for each DBMS back end.
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ROLAP technelogy tends to have greater stahility than MOLAP.

Multidimensional OLAP (MOLAP):

- Support multidimensional views of data.

- Maps mulndimensional views directly 1o data cube array structures.

- Inallows fast indexing to precomputing summartzed data,

- Adopt 3 Z level storage representation.
Hybrid OLAP (HOLAP):

—~  Combing ROLAP & MUOLAP.

- Creater stabihity & scalability of ROLAP,

—  Faster computeraiion of MOLAP.

—  Allow larse yolumes of detail data to be stored in a relational database.

- Microsoft 801, server 70 OLAP zervices support hybrid OL AP server,
Q. 2.(a) Explain the multidimensional data model employed in data warehouse. Highlights its utility.
Ams. Data warchcuses & OLAP toolsare based asa multidimersional dets model. This medel views data

in form of data ~ube,

PDain Cube : Allows the dzata to e modelied & viewed in multiple dimensionless.

Example:

Trine Sales
dimensien table Fact table

_T::-,:_-:;!,__-ml Tinee - key

i Day | Jtem -hey
Menth Branch - key
Quarter
Year

Branch

ditiension table

| Brench - key

Branch - name

Branch - tvps

Fig. Star Schema for Multidimensional Data Model
All electronics may create a sales data warchouse in order (o keep records of the store’s sales with respect
to dimensions tire, item. branch & location.
A multidimenzicnal data model 15 typically organized around a central theme, like sales. This theme is
represenied by a fact tabie,
Facts are Numerica! Measures : Tiw fact table consists of the names of the facts or measures, as well as
kews to each of the related dimension tables,
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(). 2. (h) How tuning and testing of data warehouse is carried out, explain.
Ans. Testing & Tuning Data Quality Cross-Fasting Technique :
(i) Customer pains,
{iiy Customer nhjectives.
(i) CG solution,
{iv) Cross points,
(v} Customer benefits.
{i) Customer Pains :
- Corporate DWH not being tested in structured way.
—  End users only check existing reports with new ones.
- Lack of confidence
—  Delay in getting complete applicant into production.
{ii) Customer Objectives :
—  More in depth check on data quality.
- Minimum time effort.
- Easy transfer of testing knowledge.
{iii) City Solution :
~  Prove & implement methodology to checks data quality fast & consistent,
"DChive” in data right away,
- Mo need to set up complex tex environment,
—  No need to gather business knowledge throughout whole company.
(iv) Cross Fooling :
- Comparison between source & target tables.
= Fixed workilow.
- Black box testing,
Top down approach,
vy Customer Benefits ;
= Increased data quality,
—~  Faster delivery.
—  Fan build up of testing knowledze,

Q. 3. Suppnse that warchouse of a big 'LIBRARY' consists of three dimensions hme, student and book
and two measures count aad fine, where count is the number of books issued and fine is the amount (in Rs.)
that librarian charges a student for late return of a book.

{1} Draw star and snowflake schema for above data warehgnse,

Ans. Conceptual Modeling of Data WH ;

Star schemes
Snowflake schemes
Fact conservallions,
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Star Schemes :

LIBRARY
Time Student Book
Mame
Date o Author
Maonth id =
ndex
Year Rall number
Title
Count f//rf/r
Start R,
Fnd Paise

Terms :
—  DBasic motion.
—  iven a collection of numeric messures.
Each measure depends on a set of d'mensions.
Relation which reacts the dimensioaless.
- Fach dimensions can have a set of associated attributes.
Q. 3. (i) Starting with the hase cuboid |day, student-name, book-title|, what specific QL AP operations
should be performed in order to list the total fine paid by each student for hooks followed in even semesters of

206,
Ans, Showflake Schemes : A retirement of star schemes where the dimensional hierarchy is represented

explicitly by normalizing the dimension table.

Fact table Date
Time i
Student Xeur
/ Book
Mame T']Jan‘lc
i e ——
Roll number . Aior
Inclex
Time

* Cnul-:r--—-‘-"_‘*--— Fine
Start | "Rs.

End Paise

Q. 3. (iii) Considering exactly four obspaction levels fnrlt'r:]a/ch dimension, find the total number of cuboids
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Ans. Operation Performed
Siep Activity
Closing the process

Cihoosing the gramns,

Identify the dimensions.

Chaoosing the facts,

Stoimg the precaleulations.
Rounding out the disnension tables
Choosmg dimension of darabase,

o8 =3 o Lh B L b —

Making slowly changing dimensions,

]

Deciding the guery priorities

OF Obspaction Levels : 2 cuboids needed to he constracted,

Q. 4. What is meant by Data Mining Cuery Langauge? Hew data specification, knowledge specification.
Hierarchy specification and paitern presentatior speeification can be perfnrmed in thic languape?

Ans. DM qguery langange is a desired fratire ol data vsmg systeme which enaliles to support adhoc and
interactive data mining in o der o faciitate flexable & = fectve knowiedpe discovery,

Data Specifications

Lise database or use data warehouse. The use clause directs the mining razk to the database or data
watchouse specified,

Fram the form & where clavses respectively specification the dB 1ables or data cubes involved & the
continuous defining the data Lo be reirieved.

Example : Use database ail electronics dB.
In refevance to Iname, lprice, “income, C.ape from customer C, em I, Purchaze ¥, stem sola §
where  Litem 1D =S.iwm D
and S.transI D = Ptrans 1D
ard Poevrs 1D = Coeurs 1D
and € Country = "Canadas”
group by P date.
Knowledge Specification :
Characterization :
<Minc-knowledge Specification= | -
mine characterstics [as <partern _naas=|
analvse <measurs(s)>
mine characteristivs s customer purchasing
analysis count %,
Piscrimination :
<mine_knowledge specification>::=
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mine comparison [as “pattern _name>]
for <target ciass> where “target_conditions=
{ wversus ~<contrast_class 1>
where <“confrast condition 1=}
analyse <measures )=
Hicrarchy Specification : Use hicrarchy <higrarchy_name> for <almbute or dimension=
define hierarchy locations hierarchy on address as

| Streer, city. province-or-state, country].

ACL
Level 0 / |
Level | Young  Middle aged Senior
level 2 20. 3530 40 - 59 60 - BO

Fig. A conceet Hierarchy for Attritue Age
Pattern Presentations
Display as ~resulr-fonm=
{Multiievel manipulation=: = sou up on
‘drill dawn on
! drop.
€). 5. (a) Describe in detail any one clusiering techunigque.
Ans. Conceptusl Clustering @
Typical Reguirements ;
~  Suitabilmy
Ability to deal with different attributes
- Minimal requivements for domain knowledze
Hizh dimensionality,
~  Constraint based clustering,
- Interpretability,
1. Data Matrix ;

X1 Xir Xp
XX) XXp XX


http://studentsuvidha.in/

www.studentsuvidha.in

2. Dussimilarity Matrix ;

)

di2.i} 0

d(31) d(x2) o |
d(x.l) d(x2) .. 0

Sieps -
I Calewlate the mean absolute deviation.

sf = %[{".r ~me)+(Xap —mehe L Hxor - my)]

2. Calculate the standarized measurcment,

S - m
iyt | e
if Sy
{fa)  dii, j)z0
by dlii) =0
(€) dii, j)=d(ii)
i) dii, ) = d{i‘h} +d(l, J)
. r+s
diji= -
{'1 J‘} g+r+s+t
- r+s
& d(lij}zqir-rs'rt:a
Nominal Variables :
.4 p-m
I:":LJ e —
:‘ p

m = number of marches,
(2. 5. (b) Explain Fuzzy based technigues of knowlcdge discovery in data mining,

Ans. Fuzzy Set Approaches @ Rule based systems for classification have the disadvantage that they
involve sharp cutoffs for continuous attributes.

If (years = employed >2) » (income > 50x)thus,
crldir = "approved"”.

Such hash thresholding may seen unfair instead fuzzy legic can be introduced into the system to allow
“fuzzy" threshold or boundaries to be defined.

Linear & Muitiple Regression :
Y=o+ pX
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&lixi 7] f]{?i _ﬁ}

fim == e =
2% -%)°
=1

o =y—px
Multiplz regression

Y=o+ X +PaX)
Non-linear regression,

Y =4 B X+ By X2 +ByX3

Let X.zx.xls}i:&Xj:X!Ans.
Q. 6. () Discuss various application areas of data mining in detail,
Ans,
- Graphical user interface,
= Pattern evaluation,
- Data mining engine,
- Daia base & DB warehouse server.
Data mining invelves an integration of techniques torm multiple disciplines such as :
B technology.
—  Sialistics.
~  Machine learning.
High performance computing.
—  Pattern recognition,
Weural networks.
- Daa visualization,
—  Information retrieval,
Image & signal processing.
—  Spaniel data analysis etc,
0. 6. (b} What are various back-end tools and utilities in data warehousing, explain?
Ans. |. Data Extractions : Which rypically gathers data from multiple heterogenous sources.
2. Data Cleaning : Which detects errors in the data,
3. Data Transformation : Which converts data from legacy or host format 1o WH format.
4. Load : Which sorts, summerizes, consolidates, computers views, checks integrity & builds indices &
partitions,
5. Refresh ; Which propagates the update from the data sources to the warehouse,
Q. 7. (a) Explain the concept of spatial databases. How these databases can be mined, cxplain?
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Ans. Example :
Region Be- Weather
dirmension Libie Fact table
irovinece 1 ; Rewion '
L T, P ... . _|
1 I T
LY Lo Vaprpe
: Femp
istine e e—————
i ! Lot
L)
[ Are |
_— < .-'fl
Time dunension lab'c
|ine -lr
i
RIS |
Mdunth

| Sewin.  _J
P Spedial DB

Spatial DB contains spatial related infarmation such DB include aeagraphical {map) databases.
Spatial Association Analvsis:

Applyinz comain roeeh spatial evaliaion gigorithros, For cxample, usice a imamurm bounding tect-

amgde structure e evaluatiag the rolax o soatial oredicate,
Approaches:

=~ Colour listo:rram based sipnature.

Mubtifeature composed signature.

- Wavelet based sipnature.
(). 7.(b) Describe the mining process of text databases and time-series databuses.
Ans, Text DB : Arc the DB that contain word descriptions for objects.
Mining Text DB :
Basic measures for text retrieval.

{Relevant} ~ {Retrieved]|

Precision =
|{Retrieved};
Recall = |{Relevant} » {Retrieved {
{ Relevant }
V).V
Sim(V|, V3 )= |'4'-|!JTVEJ

Steps :
- Made aterm frequency matrix.
- Compute singular valued decomposition,
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- Replace the original document vector by a new one.

= Store the set of all vectors | craft indices for them using advanced muhidimensional indexing
techniques.

Time Series DB :
Is an index structure that maintain & hash indexed or Br-tree indexed tables,
Dacument-iable
- Term-table,
(). 8. Write short note on any four :
(i OLAP Query Manager,
(i, Complex aggregation at multipie granularities,
ity  Genetic algorithms
(vy Suppart vector machines,
{v)  Decision trees,
Ans. (i) OLAP Query Manage, )
- The purpose of matgrializing cuboids & coustructing OLAF make structures s to speed up query
processing in data cubes,
(uery processing should proceed as |
I Determine which operations should be performed on the available cubunids,
2, Determine to which materialized cubod(s). The relevant operations should be applhied.
Example :
Cuboid 1 = liein_name, city vear
Cuboid 2 = Brand, country, year
Cubwgid 3 = Brand, state, year
Cuboid 4 — llems name, on_state efc

{11} Complex Aggregation s Multiple Granularities : An important feature of object-relational & meled
DB is their capability of storing, accessing & modelling complex structure valued dots such as sen, valued &
lisv_wvalued attribute may be of homogencous or heterogenous type. Typically set-vajued data can be generalised
by

| Generalising enci value in the sel into its corresponding higher level concepts,

2. Deviations of the general behaviour of the set.

{#ii) Genetic Algorithms : Generic algorithms attemp! 1o incorporate ideas of nataral evolution. In peneral
eenetic learning starts as follows ;

An initial population is created consisting of randomly generated rules. Each rule can be represented by
at string of bits.

Buased on the nations of survival of the fittest, a new populations is formed to consist of the filters rules
in the current population, as well as offspring of these rules.

OIT springs are created by applying generic operators such as crossover & nutrition.

In crossover. substrings from pairs of rules are swapped to formed new pairs of rules.

In nutrition, randomly selected bits in a rule's string arc inverted,
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{iv) Support Vector Machines : The potential usefulness of a pact ervor is a factor defining ifs interesting-
ness. i1 can be estimated by a utility functions, such as supports,

The support of are associated patiern refers o the percentage of task-relevant data tuples for which the
patierns is true. For association rules of the form * A = B" where A & B are sets of items. [t is defined as ;

#—-tuples cont_both A and B
Total_#_of wples

Suppose (A = B) =

Computer = Financial management software
[Support = 2%, confidence = 60%3)
Kule support confidence are 2 measures of rule interestingness that are desired earlier,

(v} Decision Trees : Decision irees were onginally intended for classification. Decision tree induction
construets i (low chart like structure where each internal (non-leaf) node denotes a test on an attribute, each
branch corresponds to an ourcome of the test & each external node denotes a class prediction. At each node,
the alzorithm chooses the "best" attribute to partitions the data into individuals classes.

If the mining task 15 classification & the mining algorithms itself is used to determine the attribute subset,
then this approach is called wrapper approach, otherwise if in filter approach.
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