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B.E.

Seventh Semester Examination, 2010-2011
Advanced Computer Architecture (CSE-401-E)

Note : Attempt any tive questions. All questions carry equal marks,

0. 1. (a) What are different basic data types.

Ans. Data Types : There are some major data types :

(D Integers, long and shon.

(i) Integer. signed and unsigned.

{iif)  Char. signed and unsigned

{ivt  Floats and doubles,

(i) Integers. Long and Short : An integer constant depends opoun the compiler. For a 6 bit compiler like
turbo C or turbo C++ the range is-32768 10 32767,

For a 32-bit compiler the range would be - 2147483643 (o = 2147483647 short and long integers would
usually occupy two and four bytes respectiveiy. -

(i) Integer Singed and Unsigned : Sometimes, we know m advance that the value stored ina given intzger
variable will be always positive,

When it is being used only count things, for example,

unsigned int num_student;

In such a case we can declare the variable to be unsigned.

With such a declaration, the range of permissibie intoper values (fora 16-bit OS5 will shift from the runge
—32768 to +32767 to the range 0 to 65535, Thus, declaring an integer as unsigned almost doubles the size of the
larpest pessible value that it can otherwise take.

{1ii) Chars, Signed and Unsigned : Parallel to signed and unsigned ims (either shott or long), there also
exist signed and unsigned chars, Both occupy one byte each, but having different ranges.

Tor begin with, it might appear sirange as to how a char can have a sign.

A signed char 15 samme as an ordinary char and has a range from —128 to +127; whereas an unsigned char
has arange from 0 1o 255,

{iv) Floats and Double : A floats occupics four bytes in memory and can range from -3 4e38 o +2.4e38. If
this is unsufficient than C effers a double data tvpe that accupies § byvies in memory and has a range from -
1.7e308 10 +1 Te308,

The essence of all the data types that we have learnt so far has been captured in figure 1.1

Data Type _i Range Rytes Format
Signed char —12810+127 ! tac
Unsigned char Ot 255 I Yo
Shiort signed int ~32768 10 +32757 2 Yad
Short unsignied int Uio+H5535 2 You
Signed init 3276810 +32767 2 Yad
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Uinsigned init Ot 65535 2 You

Long signed init -2147483648 10 4 24 Id
=21AT4RIH4T

[.ong unsigned int 0104204947205 d Yald

Float 3438042 4elf 4 oof

Double ~ 1. 7e308 o+ [ . Te 308 b el

Dong double | Ted93T o § Ted932 0 “elf

(. 1. {b) What do you mean by interpretation, Give its advantages and disadvantages.

Ans. The Machine Interpreiation : Management of the smiterpretation process is the responsibility of the
decoder (a part of the implementation mechanism). The process of imterpreting or executing on insiruction
begin & with the decoding of the opeode field from the instruction. The decoder activates storage and registers
for a series of state transitions that correspond 1o the action of the epecode. The wnage machine storage
consists of registers and memory, which are both explicitly stated in the instruction and implici*ly defined by
the mstruction,

Explicit Registers Include :

(i) General purpose registe (GPR)

(i) Accumulators (ACC)

(i) Address Registers.

il L

1R — R 4 2 i sl
o :
X Pl
Adddress MAR Memaon
—— ——3 Adder i
2R
Kegister
file
‘l L

R-— Registers

ALU [3- -Address displacement

Fig. Some Processor Revisters ond Dava Paths
Implicit registers consist of the following ({ig.)
{i) Program or instruction counter { PC) most instruction formates imply the next instruction in sequence
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as the current location plus the length of the current mstruction,

(i) Instruction Register (IR} : The register holds the instruction being interpreted or executed. Decoding
is performed on the opeode held in the register

(iii) Memory Address Register (MAR) : This is the register fora memory operation.

(iv) Storage Register (SR) : This is sometimes referred to as the memory buffer register and contains the
data used m the memory (to or {rom) operation.

(+) Speceial Use Registers : Usage depending on instructions,

Data paths connect the output of one register 1o the input of another and may include combinational
lowic,

The opcode generally defines which of the many data paths are used in execution. The collection of all
opcodes defines the data paths required by a specific Architecture.

A register may be connected to multiple output destination registers and aceept input from one of several
spurce registers in any one cycle

A register output is gated 1o various destinations with which it can communicate in a single cycle. The
Activation of a particular data path is done through a control point.

(). 2. (a) Explain various instructions of a microprocessor.

Aus. A microprocessor instruction is similar 1o the instruction given to a human being to perform a
specific task. It is the binary puttern consisting of ' and 0 designed by manufacturer of the particular micropro-

cessor to rerform a specific task { function). The 8083 micprocessor includes all instructions of the B08S plus 2
additional instructions ie.. RIM and SIM. Thus, in all the 8085 has 74 instroctions called instruction set.

The whole instructions of the microprocessor can be divided into 3-general headings as depicted in fig,

Instructions
! \ 1
Infurmatiun movement lformation modilication Control
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Both information movement instructions and lructions are further sub-divided in two groups.
Informaiion mavement instruction contain group 0 whereas control instructjon includes group 3¢a)
and 3(h). Thus, whole instruction set of 8083 is di four group, namely group 0, group 1, group 2,
Eroup 3.

Information Movement Instructions :
Group 0 : Group 0 covers the following 1ype
(1) Immediate dara movemest,

{11 Incrementing and decrementing ol repgis! ster pairs.

{iiiy Louding and storing of repisiers and reg

{iv) Shifting {Rotate ) and complementing of s of accumulator,

Group | : Group | is the largest group of instn iscalled MOV group. Group | only maves data
information from une source to destination without source data ie., it copies the source data 1o the
destination.

Information Modification knstructions :

Group 2 : The contents of certain registers m ified by these instnctions. Modification is the
accomplished by parformmg cither arithmetic or o ms on the contents of the register,

agelt

The arithmetic operation & for BORS are ;

{13 Addition

{ii} Sobtraction

Control Instructions : Group 3a) o program conirel operation. As per the heading, the program control
operation transfers the exceution of a grogram from its present 1oeation to some other scation in the meman,
Transfer may be conditional based nn the contints of the states registers or anconditiona! withaut restrictons.
Furthermore. each transfer may or moy not reguire return transfer. In return transfer (e present address of
execution iz saved with the help of the stack pomter (SP) so that the convol can return to the piace where it left
the program, Noo-returaing iransfer does not reguire saving the present address,

Group 3 (b) or Processor Control Operativns : The precess control instructions do nol require any
operand. It perforin operations dire: iy on the microprocessor and are a t2w in numbers.

Typical instructions in this group are processor Hault, Faable/Disable. Intcirpts ete.

Q. L. (b) Discuss the professor Evaluation Matrix,

Ans. Multithrezded Von Neumann Airchitccture can be trocod back to the CDC 6600 manuefactured in the
mind 1960's.

Multiple function units in the ¢600 CPU can ¢xecute different operations sinatancously using a
scorboarding contral.

The very first multithreaded multiprocessor was the deneleor HEP desi gn?d by burton smith in 1978, The
HEP was built with 16 processors driven by a 10-MHz vleck, and each procegsor can HEP was built with 16
processors driven by a 10-MHz clock, and each processor can execute 128 threads (called processes in HEP
terminology ) simultaneously.

We describe the tera architecture to understand processor evaluztion matrix, its processors and thread
state and the tagged memory‘registers. |

in/
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The unique rzatures of the tera include not only the high degree of multithreading but also the explicit-
dependency lookhzad and the high degree of super pipelining in its processor-network memory operations.
These advanced features are mutually supportive, The first tera machine are expected to appear in late 1993,

Let 1 be the number of instructions in a given program or the instruction count, The CPL time (T is
second program) needed to execute the programs is estimated by Dinding the product of three contributing
fctors.

T=1-=ClMixrt A1

The CPI of an instruction type can be divided into two component terms corresponding to the total
processor ¢yeles and memory cycles needed to complete the execution of the instruction depending on the
nstriction type the complete instruction cycle may invalve ong to for memory references (one for instruction
fetch. two for operand fetch and one for store results), Therefore we can rewrite eq. 1 as follows,

T=lp#{P+mekjxt

Where P is the number of processor cveles needed for the instruction decode and execution, m is the
number of memory references needed, k is the ratio between memory, cycle and processer cyele. I s he
instruection count and 1 s the processor cycle time,

0. . {a) What do your mean by virtual io real translation,

Ans. The main memory is considered the physical memary in which many programs wanit o reside.
However the lunited size physical memory cannot load n all programs simultaneously. The virtual memory
voneept was introduce to alleviate this preblem. The idea s 1o expand the use of physical memory amung many
programs with the help of an auxiliary (Sackup) memory such as disk arrays only active programs or portions of
than becomie residents of the physical memary at one time. The vast majority of programs or inactive programs
ape stored on disk,

All proarams can be toaded in and out of the phvsical memory dynamically under the coordination of the
apcrating system. To the users vinual memony provides them with almaost unbounded memory space to work
with without virdual memory, it would have been impossible o develop the multiprogrammed or time sharing
campitter systems hat are in use today.

Address Spaces @ Each word in the physical memory is identified by a unique phyvsical address. All
memory words in the inain memory form a physical address space. Virtual addresses are generated by the
processor during compile time. In UNIX systems each process created is given a virtual address space which
contains all virreal addresses generated by the compiler.

The virtual addresses must be ranslated in to physical addresses at run time. A system of translation
tables and mapping functions are wsed in this process. The address translation and memory management
policies are affected by the virmal memory model vsed and by the organization of the disk arrays and of the
ITEIN METIY.

Address Mapping : Let V be the set of virtual address generated by a program (or by a software process)
running on a processor, Let M be the set of physical address allocated to run this program, A virual memory
system demands an automatic mechanism io implement the following mapping

fy:V ~» MU {¢}
This mapping is a time function which varies from time to time because the physical memory is dynami-
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cally allocated and deallocated consider any virtual address ve V

Virtual to Real Translation : T he processes demands the translation of virual address in to physical
address various schemes for virual address translation are sumcrised in figure (a). The translation demands
the use of translation maps which can be implemens in various ways.
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Translation maps are stored in the cache, in associative memory. or in the main memory. To access these
maps a mapping function is applied to the virtual address.
(. 3. (b) Explain the organization of Cache,

Ans. A cache memory may be inserted between the MMU (if there is one) and the physical main memory
to give the processor the appearance of a faster main memory. The cache serves as the fastest, most expensive
level of the memory hierarchy; it is inserted to decrease the average main memory access time as seen from the
Processor.
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Following fig. 5.8 show the location with main memory,

Memory modulus

iR b e e
Privilege |l :
Access type : |l CACHE :
Processor M MM l |
— i
: " Ii ;
ﬂld;jnlzf : l ! 1 Memory Address
] ! !
(Viewal) 4 TTTTTT -1 BUS
Physical
address
lines

fLocativn of Cache)
Fig. 3 2 shows the cuche organization and the principal components of cache memory words are stored in
a cache data memory and are grouped in to small pages called cache blocks or lines.
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{Fig. 3.2 Basic Structure of Cache)

The contents of cache's data memory are thus copies of a set of main memory blocks. Each cache block is
marked with its block address, referred to as a tag. So the cache knows to what part of memory space the block
belongs.

The collection of tag address currently assigned to the cache, which can be non-continguious is stored
in a special memory, the cache tag memory or directory.

Two general ways of introducing a cache into a computer appear in (Figure 3.3).

In the look-aside design of figure 3.3 a the cache and main memory are directly connected to the system
bus, In this design the CPU initiates a memory access by placing a (real) Address A, on the memory address

bus at the start of a read (load) or write (store} cvele. The cache M, immediately compares A, to the tag
address currently residing in its tag memory. I a match is found in M that is a cache hit occurs, the access is
completed by aread or write operation execute in the cache: main memory M is not involved, 1f no match with

Aj is found in the cache that is a cache miss occurs, then the desired access is completed by a real or write
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A faster, but more costly organization called a look through cache appears in figure 3.3 (b). The CPU
communicates with the cache via a separate (local) bus that is 1solated from the main system bus. The system
bus is available for use by other units, such as IO controllers, to communicate with main memory.

Q. 4. (a) Discuss the processor memory modeling using queuing theory.

Ans. Processor Memory Modeling Using Queueing Theory : Simple processors are unbuffered: when a
respunse is delayed due to conflict this delay directly affects processor performance by the same amounts,

More sophisticated processors including certainly almost pipelined processors-make buffered requests
to memory, uniess a cache is used even with pipelined processors that use cache. Some of request (such as
writes) may be buffered. Whenever request are buffered, the effect of contention and the resulting delay are
reduced. The simple models fail to accurately represent the process-memory relationship. More powerful tools

n/
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that incorporate buffered requests are needed.

For These Tools, We Turns to Queuing Theory : Open and close quete models are frequently used in the
evaiuation of computer system designs.

In this we review and present the main results for simple queuing system without derivation of the
underlying basic queue equation. While queuing models are useful in understanding memory behaviour, they
also provide a robust basis to study various computer system interaciions such as a multple processor and
input/outpul,

Suppose requestors desire service from a commen server, Thes2 requestors are assumed (o be indzpen-
dent frum one anotier, except that they make a request on the basis of probubiiity distribution function called
the request distribution function,

Similarly the server is able to processor request one at a time, each independently of the others, except
thiat the service time is distributed. According to server probability distribution function. The mean of arrival or
request rate is measured in items per unit of time and is called X and the mean of service rate (¢) defines a very
important patameter il quedeing systems called the utilization or the occupancy.

The higher the occupancy ratio, the more likely it is that requesters will be waiting (in a buffer or queue)
for service and the longer the expected queue length of items awaiting service.

In open queuing systems if the arrival rate equals or exceeds the service rate an infinitely long queue
develops infront ¢f the server. as requesis are arriving faster than or ot the same rate at which they can be
served, ;

Queueing Theory : As processor have becone increasingly complex, their performance can be predicted
only statistically,

Indeed, often times running the same job on the same processor on two different occasions may create
significantly different execution times (based perhaps on initial state of the list of availabie pages maintained by
the operating system).

Queueing theory has been a powerful tool in evaluaring the performance of not only memory systems, but
also input’output systems, networks and multiprocessor svstem.

Q). 4. (b} Discuss the difference between various quening models,

Ans. Open, Closed and Mixed Queue Models : Open-queus models are the simplest quening form, These
models (at least as used here) assume :

|, Arrival rate independent of service rate.
2. Asaconsequence of (1) a queue of unbounded length as weli as (potentially) unbounded waiting time,

Many will be recognize the suitability of open queue models to contain highway congestion or bridge
access situations, but will also recognize the unsuitability to computer system. In a processor memory interac-
tion, the processors rate decreases as memory congestion increases. The arrival rate is function of the total
service time (including waiting time). This latter type of situation can be modeled by a queue with feedback. The

system is initially offered a request rate (A, ) , but certain requests cannot immediately enter the server and are

held in a queue. The requestor slows down to accommodate this and the arrival rate is now A, see in figure.
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Fig Cupacity OQuenes)

We call such systems closed queae (or a capacity queue) and designate them Q. These queue usually
fave a bounded size and waiting time.

It is also possible For systems to behave as open queueing systems upto a certain queuwe size, than they
behave as closed queoe.

We call such systems mixed queue systems. The assumptions in developing the open queue might make
i seem as unlike b, candidate for memory systems modeling, vetits simplicity is atractive and it reniains 2 useful
1irst approximation o memory systems beliaviour,

Q. 5 (a) Explain vector and scalar balance point.

Ans. la a suner computer, separite hardware resources with different speeds are dedicated 1o concurrent
vector and scalar pperations, Scalar processing is indispensable Tor general-purpose architecture vector pro-
cessing is needed for regularly structured paratlelisn in scientific and engineering computations, These two
tvpes of computztions st be balanced

The Yector Scalar Balance Point is Defined as the Percentage of vector code in a program required to
achieve egual otilization of vector and scalar hardware, In other words, we expect equal time spent in vector and
sealar hardware so that no resources will be adle.

Il asystem is capable of U M flops in vector mode if the code is 90% vector and 10% scalar, resulting in a
vecior balznee point of 0.9,

I way not be optimal for 2 system to spend equal time in vector and scalar modes.

However the vector scalfar balance point shouid be maintained sufficiently high, matching, the level of
vectorization in user programs,

Vector performance can be enhanced with replicated functional unit pipelines in each processor. Another
approach is to apply superpipelining on vector units with a double or triple clock rate with respect to scalar
pipeline operations longer vectors are required to really achieve the target performance. It was projected that
by the year 2000, an 8 G flops peak will be achievable with multiple functional units running simultanecusly is
i Processor.

(}. 5. (b) What are multiple issue machines,

Ans. Multiple Issue Machines : In a superpipelined architecture a deeper instruction pipelining is em-
ploved where the basic pipeline cyele time is a fraction of the base machine cycle time. During machine cycle
several instructions can be issued in to the pipeline, In a superpipelined machine of degree m, the instruction
parallelism capable of being exploits is m superpipelined and super scalar machines are considered the dual of
each other although they may have different design trade-offs,

Very Long Instruction World (VLIW) architecture exploit parallelism by packaging several basic machine


http://studentsuvidha.in/

www.studentsuvidha.in

operations ui a single instrucrion word,

These basic operation consist of simple load store memory operations and register to register ALU
operalions,

Each operation is simple in that it can be issued in a single clock cycle but may ake several cyeles
comyplete.

VI IW architecture make extensive use of compiler lechniques to deteet paralielism and package them in
1o long instruction word.

Q. 6. {u) Discuss partitioning in multiprocessors.

Ans. Partitioning (8 Multiprocessors : The poal of paralle] processing is to exploit parallefism as much as
possible with the lowest uverbead.

"Program partition in muaitiprocassor s a technigue for dacomposing a large propram and data set into
many small preces for parallel execution by multiple processors.”

Prograni partitioning involves both programmers and the compiier. Parallelism detection by user is olten
explicitly expressed with parallel language constructs. Program reconstructing technigues can be used w
ransform sequential program in 1o a parallel forat more suitable for multiproceszors,

Ideally, this transformation should be carried vut automaddcally by a compiler,

Program replication refers w duplication of the same program code for paraliel execution on multiple
processors over different dota set, Partitioning is often practiced on a shared memony multiprocessor system,
while replication is more suitable for distributed mwemony message passing multicomputors,

So, far only special program constructs, such as independents loops and independent scalar aperatiois
have been successfully parallelised.

Clustering of independent scalar operations in to vector or VLIW instructions is another approach
toward this end. "Program partition determines whether a given program can be partitioned or split into pisces
that can execute in paraliel or follow a certain prespecified order of execution. Some programs« ars inherenrly
sequential in nature and thus cannot be decomposed into parallel branches. The detection of parallelism in
programs requires o check of the various dependency relations,

(). 6. (b) Explain memory coherence in shared memory muliiprocessors,

Ans, Memory Coherence : The coherence property requires that copies of the same information item at
successive memory level be consistent, [Fa word is modified in the cache, copies of that word must be updated
immediately or eventually at all higher levels. The hierarchy should be maintained as such. Frequently used
information is ofien found in the lower levels in order to minimize the effective access time of the memory
hierarchy. In general there are two strategies for maintaining the coherence in o memory hicrarchy,

The first method is called write through (WT), which demands immediate update in M, if a word is
modified in M, fori=1,2, ... n-1.

The second method is write back (WB), which delays the update in M,,; uatil the word being modified
in M; is replaced or removed from M, . The performance of a memory hicrarchy is determined by the effective
access ime Ty to any level in the hierarchy, It depends on the hit ratio and frequencies of successive level,

(i) Hit Ratios : Hit ratio is a concept defined for any two adjacent levels of a memory hierarchy.

(i) Effective Access Time : In practice, we wish to achicve as high a hit ratio as possible at M, . Every time
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a miss nceurs, a penalty must be paid to access the next higher level of memory.

(. 7. (a) Discuss the evolution of computer architecture,

Ans, The stndy of computer architecture involves both hardware organization anc programmingsoft-
ware reguirement. As seen by an assembly language programmer.

Computer architecture 15 abstracted by ns instruction sel, which includes opcodes (operation code),
addressing modes, registers, virtual memory ele.

From tne hardware implementation point of view, the abstract machine is organised with CPU's, caches,
buses, microcode, .':jpeljn:rs; physical memorny et
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Fig. (drchitectural Evolution)

Civer the past four decades, computer architecture has gone through evolution rather than revalution
changes.

Sustaining features are those that were proven performance deliverers.
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As depict in fig. we started with the Von Newnann architecture built as a sequential machine executing
seatar data,

The sequential computer was improved from bit-zerial to word-parallel operations and trom fixed pomnt 1o
fleating: point operations. The Von Neumann Architecture is slow due to sequential execution of instructions in
PFrograms.

Look, Parallclism and Pipelining @ | ookhead techniques were introduced to prefetch instructions in
oréer o overlap 1/ operations and to erable functional parallelisie. Functional paralielism was supported by
twerapproaches, One is to use multiple funcuonal units, Simultancously and the other is 10 practice pipelining
at various processing levels,

The latter includes pipelines instruction execution, pipelined arithmetic computations and memory
Access operations. Pipelining has proven especially attractive in performing identical operations repeatedly
over vector data srrings. Vecior operations were originally camricd out implicithy by softwar: controlled looping
using scaiar pineline processon

€). 7.{b) What zie cache references per instruction.

Ans. When a cache is indexed or tagged with virina! address it 5 called virtual address cache,

Thic phvsical address gencrated by the MMV can be saved in tags for iarer write back but it is not used
during ik cache lockun operations.

The votual address cache is mouvated with its enbunced efficiency 10 aceess the cuche faster, overlap-
pung with 1he MMV transiations,

The imajor probiem associated v ith a virtual address cache is aliasing. Whea different logically addressed
s hive the same index'tap ia the cache. Multiple process may use the samz range of virlual addresses.

This zliasing problem may create confiusion of fwo or inore processes access the some physical cache
lecation. Cine way to salve the ahiasing problen is to fush the catire cache whenever aliasing occurs.

I aree amount of flushing may resalt in a poor cache performence, with a fow hit ratio and too much time
wasted in Mushing, When a vinoal address cache s used with UNIX, flushing is needed after each control
switching,

Before inpur output writes or after input outpul read, the cache must be flushed further more aliasing
between the unix kernal and 2 data 15 a serious problem_ Al ofthese problems will introduce additional system
overhead,

I'hie instruction scheduler expioits the pipetine hardware by filling the instructions. The instruction set of
computer specifies the primitive commands or machine instructions that a programmer can use in programming
the machine. The complexity of an instruction set is attributed to the instruction formats, data formats. Ad-
dressing modes general purpose reghsters, opcode specification and flow control mechanism used, Based on
past experience in processor design, two schools of thought on instruction set architectures have evolved
namely, C1SC & RISC.

0). 8. Write short notes on ;

(i) Waiting time

(i)  Multiple issuve machines

(iiiy Synchromization in multiprocessor.

Amns. (1) Waiting Time : 11 is the sum of time intervals for which the process has to wait in the ready Queue,
The CPU scheduling algorithm should try to make this time as less as possible for a given process.
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For a given instruction set, we can calculate an average CP & over all instruction types, provided we n..w
their frequencies of appearance in the program. An accurate estimate of the average CPl requires a large amount
of program code to be traced over a long period of time.

{ii) Multiple Issue Machines : tn a superpipelined architecture a decper instruction pipelining is em-
ploved where the basic pipeline cycle time is a fraction of the base machine cycle time, during machine cycle
several instructions can be 1ssued into the pipe line. In a superpipeline machine of degree the instruction
paralleiism capable of being exploites is m superpiplined and superscalar machines are considered the dual of
vinch other although they may have different design trade offs,

{1ii) Synchronization in Multiprocesser : Synchronization of data parallel operations is done at compile
time rather than at run time,

Hardware synchronizarion is enforced by the control unit to carry out the locked execution of S1MD
programs, ;

We addressed below instruciien/data broadcasi masking, data routing operations & separately.
Languazes, compiler and the conversion of SIMD program 1o run on MIMD multicomputer are also discossed.
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