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B.E.
Scventh Semester Examination, December-2008
Advanced Computer Architecture (CSE-401-F)

Note : Attempr sny five quesiions.
Q. 1. (a) Discuss the advantages & disad vantages ¢f vsing microprogrammed instroction decode,

Ans. Attribute Microprogrammed Decoders
Specd shower
Chip areafelliciency WSCS Mre e
Case of chanpe. additions casier
Ability 1o handle Large canier
Complex instruction sets ability 1o support Casy
Operating svsfems & diagnostic featurcs
where uscd MARTrOmes, SOmMe MaCTopmne sy o,
Instruct:on set fize wslly over LD imstructions
ROM site 2K 2R by 40-200 bit micrainsirictions
Q. 1. (b} The roots of a quadratic equation are
b+ b2 —dac
P =

Write assembly code for finding roots for Load/Store architecture. Initial vilius of a, b, ¢ arc
stored in Addr (R ), Bddr (R, ) Cddr (R, ) where R} contains a base value that must be loaded. Assume
a square rool instruction SQRT,

Ans. ACBI F (32 floating point}
ACBD D (64 Mloaing point)
ACBG G el speeial Noating poist foemat
ACBH H (128 special Moating point formear
ALIAW]
ADDBI add B -2 dd
-3 anhd
ADDF2 add F -2 add
ADDIS -3 achd
ADDCG? add G -2 add
ADDG3 3ondid
ADDH2 add H -2 wdd
ADDH3 -3 add
ADDL2 addL -2 add
ADDL3 Aadd

ADDD? add D -2 ndld
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ADDD3 -} add
ADDP4 add packed 4 byte operand
ADDP4 add packed 6 byte operand

). 2. A certain pipe line has the following functions & function unit delays without clocking
overhead.
Function units B, D, E can be divided into two equal stages. If the expected occurrence of pipeline

breaks is b = 0 25 and clocking overhend is2 ns (K =0) :

Function Delay
A L&}
B B
C 3
D 7
E 9
F 5

{n) Ignoring quantizatior, what is the optimum number of pipeline segments {round to integer),
(b} What cycle time (with gquantization) does this give ?
{c) Compute the performance of pipeline with this cycle time,
{d) If there is an additional + 1ns uncontrolled clock skew in (b), what is adjusted cycle time,
Ams. (a) QOccurance of Branch classes
Branch (BC, BR. BCR. BRR)
Lesop Contrel (BCT )
Procedure (BAL, BALR)
(b} Branch:
Target address in register
Target address formed by AG
(¢} Unconditional (BR and BRR)
Conditional - wenf 1o target
Condinonal - went in-line
(d} Loop constiocis
That go Lo target
That go in line.
Q. 3. (a) State and explain the principle of locality of reference. What are various types of
localities,
Ans. The local miss rate of a second level cache 15 quite dependent upon the behaviour of the level vne

cache.

Solong as the level 2 cache 1s the «ame as or larger than the level | cache, annlysis by the principle of
inclusion provides an excellent estimate of the behaviour of the level 2 cache.

The level 2 cache, so long as it s significantly  larger than the level one cache is completely
independent of level | cache’s parameters.
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Q. 3. (b) Discuss any 2 line replacement strategies at miss time with their probable advantages
and disadvantages.
Ans, Line Replacement : The replacement policy determines which line to replace when a mass occurs
and the cache is full. There are three replacement policies that have been widely discussed ¢
{i) Least Recently Used (LRU) : Under this policy, the line that was learn recently accessed would be
the candidate for replacement,
(ii) First In First Out (FIFOY : Under this policy, the line that had been in the cache the longest s
designated the line o be replaced.
{iii} Random Replacement (RAND) : Under this policy, replacement is determined randomly.
Q. 4. Derive the match logic for one word of cache memory {associative). Draw & explain the
structure of associatively mapped cache memory.
Ans. ADD. F. K4 5 [R3, R
1 Fetch
PC > TLR
cache — SR
SR IR
Decode
address generate
Drata ferch
cache —» 5K
execute B4 + 5K —» R4
Mexi instr prep £C+ 4 — PC
STFOIR3. R4|. R4
| feich
PC - TLRB
sache — SR
SR —+IR
Decode
address penerate
Data store
R4 - 5R
SR — cache
Mext instr prep PC +4 = PC
Q. 5. In a two level cache system we have * L; size 8 kB with 4 w. set associative 16 B lines and
wTNwA and *[.; size 64 kB direct mapping 64 B lines and CB wA. suppose the miss in L, hitin L,
delay is 3 cycles and the miss in L;, miss in Ly delay is 10 cycles, the processor makes 1.5

references/Instruction.
{a) What are L; and L, miss rates.

{b) What is expected CPI loss due to cache misses. /
(ch Will all lines in L, always reside in L, 7 Why ?
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Ans.
Architecture Class Architecure Size
Reference H'1 machine 100
Stock I* code 10-12
R/M 270 6-23
R+ M VAX MAX f1-40)
Architecture | R/M R+M
Instruction fetched 198 1-78 L-bd
I Bytes fetched T7.92 63 i
Simple Reads Writes
R S/370 Fortran Hopy | 1-53 -89
R+M s UNIX Fortran 1-1) I-66

). 6, Discuss the following memory models :

{a) Strecker’s modcl ’

(b} Simple closed kinomial model

Ans, This model assumes that there are g simple processor requests made per memory eyele & there are
mt mremory schedules’. Further, we assume thar there 15 no bus coniention.

Maodelling Approximations :

A Processor jssues o requests as soon as its previous requests has been satisfied.

The memory requests pattern from each processor is assumed o be uniformly distnbuted 1 e, the
probability of any one request betng made 1o a particular memory maodule is ¥,

Modelling Approximations @ A processor issues o request a5 soon as its previous request has been
satisbied

The memury request pattern from each processor i assumed o be uniformly distributed ¢ the
probability of any one request being made 1o o particular memaory module,

Blnn my=K[1=(1-¥;)" )

{b) Simple Closed Binomial Model : Suppose u is equal to . For a simple prodessor memaory
comfiguration, there is no memory contention & the achieved band width s B{m, 1) =1

Now if m=1 and n = 1. there is contention that but the achieved BW 1 the same B (Lo n) = L.

Suppose we had substitute the queue size for the M 5 /D Binomail arrivals) for the MDD/ as used in
the developed of the asvmprohic solution.

MNow,
7
o Pat=pp
H=m Fa A=p.)
|

y=
"=
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Thus, the Binomial approximation is useful whenever we have :

(1) Simple processor memaory configuration

iy mzland mzl

{ii) Reéquest response behaviour between processor and memory where the processor makes exactly o
requests per T,

Q. 7. (a) Compare and contrast the multiple issue machines and vector machines,

Ans. The alternative to vector processors is multiple issue machines. There are 2 hroad clpsses of
multiple issue machines : statically scheduled ond dynamically scheduled.

Early static multiple issue machines include the o called VLIW machines. These machines use an
instruction word that consists of 8 to 10 nstruchion fragments, Each fragments controls s designated execution
unit, thus, the register ser 15 extensively multiparted to support simultaneous aceess o the muliiplicity of
execution multiported to support simulianeous access o the instruction word 15 typrcally over 200 bits long.

The 1ssue of detection nf independence within or among instructions is theoretically the sume regardless
of whether the detection process is done statically or dvnamically,

Q. 7. (b) A four ported (three read, one write} memory system would support a vector processor
with what maximum speed-up over a uniprocessor. Explain.

Ans. Registers may be organized in many diffcrent ways ¢

(i) As a conventional single register set

(i) As mulriple or windowed register sets

(i) As o stack cache buifer or o contour buffer.

Baseline data traffic | } to hard pointer, addresses

! available lo register allocated

|

R 1o +ve 4 R te variable
stack — definad
R to

implied data
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Multiported registers, registers can aceess 2 values & return @ result within a single cycle.

(). 8. Discuss the relative advantages and disadvantages of update and invalidate protocols for
multinode switched shared memory multiprocessor.

Ans. Snoopy pratocols can be categorised not only by whether they invalidate or update shared data
line lines in remote caches, but also by the source of the new data for a cache line. The data may be provided
either by the main memuory or by the cache that makes the most receive write to the share data line.

Name Category Mem. copy policy
Invalidate or invalid copyback
Berkeley or invalid copyback
[ionious ar invalid copyback
Firetly or update copyback
Diagon or update copyback

Invalid Bus miss
{Cachea line
not valid)
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