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B.Tech.

Fifth Semester Examination
Principles of Operating Systems (CSE-301-F)
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€. 1. () What do you mean by Operating Sysiem?

Ans. Operating System : An operating sysiem s the maost mporiant progran in o computer system, This
S preseron that rons all the tme. As leng as computer is operational and exists only when the computer is
sl e n

It ing sy stems are prograns that act us intertace hetween. the user and computer hardware. They sit
betweets e meer and hardware ot compueter providing an eperational enveronment to the users and application
pregrans bora user, therefore a computer is nothing but the operating system runaing on it. It is extended
i hines

sofiware

| .

L Eseratiige sy shey 1 '

I Lmbware

Woarks as frerfiee

0. Loy Whad do von migan by multiprogramming svstem?

Aos. Maultipnegramming Operating System T he obyective ofa meltiprogramming operatiing system is
fomere e Ui s aulisatoon effivicmes, The batcl processing system tries to reduce the CPL idle time
e aps ety mtesactivn, Hosever iteenmat veduce 1he wie time due o input/owput operations. So. when
st et et s beime per bl By the curreatiy execoating gob of a bately, the CPU sits idle without any
wirrh bl PR e G prae e e s S5oiens fivs 1o eliniinate such idle times by providing
e comstte et Seshes Sol e CPT e perfonn, This s 2! igved by Keeping multiple jobs in the main
RILk P

St s poeae rinitiprogeammm eperatme sy steni are : Unis, Windows NT ete, Amuliiprogramming
supers o has oovery i ealt to oF wemaging all petivites that tahe place simultaneouwsty in the svstem. He has
o amer st s ohi s setiy ites and readt to g barge number of differeon situations in course of working,

Cp Lot Wl oope Hre viecious services of apersting suslein,

Ak, Varions serviees of Operating Svstem @ An operming sostem provides an environment or the
SRR b s, Tl eperaning systot provides corlain services 10 programs amd to the users of those
proremanie Phe speeific servees provcded will doter o ane ooerating svstem to another These operating
wstein sertives e provided tor corvenience ol programmes. to miake progiammer sk casicr. Some of
efrlir sy sEomosery ey e Sivest helow

t} Frogenm enae o services.

CEED L o paet ope et Sery ives,
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ity File system services

vy Conmanicalion Seryices.

iy h Memory management services,

). 1id) Write name of 5 operating system.

Ans, Flve operanng sysieims names @

(11 Windows 95 98 2N xp2003

(i NS-DOS

(i) Unis/Linux

fiv) 082

ivi  bibaniu

. 1 (e What is spooling™

Ans. sponling : Sponling refers 1o purting jobs in a baffer, a special area in memory or on a disk where a
device can access them when it is ready. Spoolhng is usclul beecanse devices access data ot different rates, The
bufler provides o waltigz station where data can rest while slower devices catches up

he mest common spoecling application is peint spoating. fn print spoolng, documents are leaded inio a
huffer and then the printer pulls them off the buffer 25 itz ownrare. Becanse the Cncurems are in a buffer where
they canbe accessed by the printer we can performy othar operations on computer while the printing takes place
i the backeround spooline also lets and place a numbser al print jobs on a gueve instead of waiting for each one
to finish before spccifving next one,

Q. L0 What is race condition in thread or process?

Ans. Race Condition in Thread or Provcess @ A race condition oceurs when two threads access a shared
variable at the same time. The first thread reads the variable and second thread reads ihe same vahie from the
vanable. Then the first thread and sccond thread perform their operations on the value and they race 1o see
which thread can wiile the value tast 1o the shored variable, The value of thread that writes its value last is
preserved. because thread is waiting over the value that previovs thread wrote.

Example :

Thread |

total = taral = vai |
Theead 2

total = totad vl 2

. 1 (o) What do vou mean by deadlock?

Ans. Deadlock @ A specific condition when two or more processes are each waning for another 1o release
a resouree of more than o processes are waiting for researces in a circular cha,, . Deadlock is a common
problem in multiprocessing where mary processes share a specific tvpe of mutually exclusive resource hnown
as a software or soft lock, Computers mtended for time sharing ind‘or real tiine markets are often equipped with

a hardware lock which zuarantees exciusive access 1o processes, forcing serialization. Deadlocks are particu-
larhy troubling because there s no gencral soiution 10 avoid deadlocks

0. 1. {h} Discuss the first fit, best fit and worst fit memory seheme.

Ans. First Fit + Search for the first hole big enough from either and if found, allocate this hole to the
process else wait for running processes to finish,

Best Fit @ Allocate the smallest hole biv enough for process, The whole of the list of free holes must be
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searched unless the hdes are maintained i some sorted order

Waorst Fir : Allocate the largest hole to precess: The whaie list of free holes must be searched unless the
holes are manmtamed in some soeted order,

€). 1.{1} Write short note on NFS,

Ans. NFS 1 Network File Svstem, originaily developed by Sum Microsystems, is a client/server applica-
Gl that iets o compater user view and optionally store and update {ilz on a remote computer as though they
were on the nser's own computer. Bhas the geear advantage that it is independent ofhost operating systaim and
can provide dato sharing among different rvpes of syitems (theterogenous systems). The user's system needs
i have an NES chient and other computer needs the NFS server. Both of them require TCP/IP installed since the
NS server and client use TCR/TP as program that sends the files and updares,

O L (fy What is Internal Fragmentation?

Ams. Internal Fragmentation : intermal fragmentation occurs when storage 15 allocated without ever
mrendine to use i, This space 15 wasted. Wlile this seems foolish. it is often accepted in return for increased
etficiency or simplicits. The term “irernal™ refers to the fact tha the unusable storage is inside the allocated
ey ol

For exanple, w many file systems, files always start at the beginning of a sector, because this simplifies
wrzanization and makes i casier 16 grow files Any space left over between the fast byte of the file and first byte
ofthe neat sector is mternal fragmentation. A programm which allocates a single byte of data 1s often allocated
many additivnal by tes of mewadata and alignment. This extra space is also internal fragmentation

Section-A

. 2. 1i) Describe Layered Approach operating systems architecture.

Ans. Layered Approach of Operating System Architecture : There are many operating svstem architec-
tire available bul layered approach is more hasic and simple approach.

The moedulation of a svstem can be don? in many ways : the most appealing is the layered approach,
which consists of lreaking the ope rating svstem imo a number of lavers (levels), each built on top of lower
lavers. The bottom laver (laver (1) s the hardware, highest (layer N) is the user interface.

An operating system layer 15 an implemennation of an abstract object that is the encapsulation of data and
operations that can manipulate those data A tvpical operating svstem layer-say layer M is depicted in figure
siven below

Miw #* Lavern
AT HITTIE M -
. > aver M
Middn ks
operalion M 3
Existing " >
operalions — 5

I'he Tayer approach to design was first used in the THE operating system. The THE system was defined
1 sk favers,
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Eaver 55 User prowraims

Laver 4 © Buffering for mpat and output devices
faver 3 0 wperator comsole Jeviee deiver

Lover 2 Memery Manzat

Laver I PL selwediiing

I aver( Hardwan::

0 2 (i) Write down short note on shell.

Ans. Shell @ A shie!lis a picce of sofiware that provides an interface for users {command fine interprater)
Typicalls. the rerm refers to an operating svstent shell which provides aceess 1o the serviess of & kerael
Huwever the teim is also applied very loosely to applications and iy Gwelinde any softvare that i< "built
around” o paricular component such as web browsers and emaii clients that are ‘shells’ for HTML rendening
engings, The name shell' originates from shell being an outer layer of interface betveen the wser and iwards
ol the operating syalem (the kermel),

Operstae svsternshells menerally fail mio one ot tes catzzories - command line and graphical, Command
line shells provide » Command Line Interface (CLI) to the operating system. which eraphical shells provide &
G The relative mierits of CL1 and GUI based shells are often debated. CLI components elam that certain
operations can be performed much faster pnder CLI sheils than ender GUI shells. However GUI proponents
ardvotate the comparative usability and simpliciny of GUIsialls. The best choics is ofien detenmined by the way
it which a computer will be used. On a server munly used for data translers and processing with expernt
administration. & € L1 s Hikely 1o be the best choece

0. 5. (i) What do you mean by context switching and also explain schedules,

Ans, Contest Switehing : Switching the CPU to another process requaires saving the state of old process
aned loading the saved state For the new process. This task is koown as a context switch. Contestt switch time i
pure overhesd, because the systent does ne usetu] work while switclueg. s speed varies from machine to
machine, depending on the memory speed, the number of registers which must be copied and existence of
special instruciions.

Context switch times are highly dependent on hardware sppport for instance, some processors provide
multipe sets of registers. A context switeh simply meledes changing the pointer to the current register sai.

Scheduler @ A process migrates between ine vanous scheduling queues throughour s lifetime, The
operating svetem most select, for scheduling purposcs; processes trom these queue in some Fashion, The
selection process is carried out by approprizie scheduler, Scheduler is a mechanism that carries out of sched-
wling activitics,

. 3, {1i) Explain Non-preemptive schedaling in details,

Ans, Non-preemptive Scheduling : These scheduling mechanism do not force the process 1o be deallocate
from CPU to release the resource as and when required, The processes release the resources only when it has
lurnished executing,

There are many non-preemptive scheduling algovithim

{1 FCFS i First Come First Serve)

i) SIF (Shortest Job First)

i) Priorin scheduling.

FOFS : Fuirst come first served algorithm. Inibis scheduling algorithm. which process comes first in ready
i, executes fist.
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Faample :
Process ? ] P By
Fuarst diee {1 5 7 3

faantt o hart:

k] b) i, ¥ 1

I i | i’ T ! ] H i_-l J
SRR ot [N et

a il =1 iy |

P, ocomes first, then Py executes first after that 8 Py oand Py executes, When one process comniplete,
ilen pest process comes and executes

Seetton-B

Q. 4. Explain paging in derail?

Ans. Paging : A possible solution to the exieraal fragmentation problem is (o permit the logical addicss
space ol a process tw be non-contizucus thus allowing a process to allocated phyvsical memory whenever the
fatrer s available.

One winy ol implementing thes solition i5 arough e use of o paging. Paging avoids the considerable
prablen of titing the varving sized memory chunks onto the backing store, from which most of previous
memary manaeentent schemes suffered when some cede fragments or data residing in the main memory need
o be swapped out, space must be found on backing store. Paging in its various forms is commaniy used in
FARY GPerIting systems,

Physical memory is broken into fived sized Blecks called frames. Lozieal memory is also broken into biocks
of same size called pages. When a process is to be executed. its pages are loaded into any availiable memory
frames from the backing store. The backing store is divided into fised sized blocks that are the same size as
memory frames,

Logmical Phvsical

achdress i , adt!ii’l*
CPL p d [ J

Plwvsical
SOy

L3

Page table

Paging hardware
The hardware suppaort for paging is illustrated in figure every address generated by the CPU is divided
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into twa parts ; a page number Py and a page offset (d). The page number is osed as an index into a page table.
The page table comtaing the base address of each page n physical memory. This base address combined with
page offser 1o define the physical memery address that is sent to the memery unit.

Page G i L ] {0 !

Page 1 I é 1] Mage
Page 2 3 P

PPape 3 3 1 3| Pape 2

Lagical Page 4| Page ]
MEmory table E
K 2
(&

71 Page 3

Phwsical

memory

Paging Model of Logical und Phvsical Memory

). 5. Miscuss FIFQ algorithm of page replacement technigue and what Belady's Anomalies?

Ans, The simplest page-replacement algorithin is a FIFO algorithm. A FIFO replacement algorithm
associdtes with each page the time when that page was brought into memory. When a page must be replaced,
the oldest page 14 selected, We can create a FIFO queue to record the time when a page is brought into the
memory, We can create a FIFO queue 1o huld all pages in memory. We replace the page at the head of queue.
Witen a page 15 brought inte memory, we insert it ac the tail of the queue.

Reterence string,

TON 05042 3.0:3.2, 1200170

FIF(} Page Replacement Algorithm
Belady's Anomalies @ To illustrate the problems that are possible with a FIFO page-replacement alzorithm,
let us consider the reference siring,
12, 34, 1.5,1,2, 304, 5

I"igure shows the curve of page faults versus the number of available frames. We notice that the number
of favlts for 4 frames (= [0)is greater than number of faults for three frames (=93 This result is most unexpected
and 15 known as belady's anomaly Belady's Anomaly reflects the fact that, for some page-replacement


http://studentsuvidha.in/

www.studentsuvidha.in

alporithm. the page fault réte may increase as the number of allocated frame increases.

It
B

| 1

Numbet ol |n \'/k
page faudl 9

Tad A=
]

2 i g 5 4
Mumber of Frames

Section-C
Q. 6. Explain the fill system in detail. Also define the various kind of file svstems.

Ans. File System @ File system is o method for storing and organizing computer files and the data they
contain te make it casy 1o find and aceess them, File systems may be use a storage device such as a hard disk
or C D-RO% and involve mamtaning the phaysical lecation of the files, they might provide aceess to data on a
Fie server by acting as clienls for a netwoerk protecol (o2 NP5 SMB or [P clients) or they may be virtual and
exisl only as an access methed for virtual data,

Types of File Svstems : File system fypes can be classifice irto disk file systems, network file systems and
spierizl purpose file svetems

Disk File Systems @ A disk file system is a file system designed for the storage of files on a data storage
device. most commonly a disk drive. which migh be directly or indirectly connected to the computer, Examples,
ol disk file systiem includes FAT, NTFS, HI'S and UDF,

Database File System : A new concept for file managenient is the concept of a database based file system.
Instead ot hierarchical structured management. Giles are identified by their characieristics like type of file, topic
atthor or similar metadaa.

MNetwork File Systems : A NFS is a Gle system that acts as a client tor a remote file access protocol,
providing access to files on a server. Examples of NFS include clients for NFS, SMB, AFP and IP protacols and
file svstem like clients for FTP and Web DAV,

Special Purpose File Systems : A special purpose file system is basically any file system that is not a dizk
file svstem or network file system. This includes systems where the files are arranged dynamically by software,
intended for such purposes as communication between compuler process or temporary file space.

Q.7 1) What do you mean by deadlock? And also discuss all nceessary conditions for deadlock,

Ans, Deadlock : A specific condition when twe o1 more procesces are, each waiting for another to re lease
a resource or more than two processes are waiting for resources in a circular chain, Deadlock is a comimon
problem in multiprocessing where many processes share a specific type of mutually exclusive resource known
as @ seflware or soft fock,


http://studentsuvidha.in/

www.studentsuvidha.in

Secessary Conditions for Deadiock @

(i) Mutual Exclusion Conditions : A resource 15 eithor assigned 1o one prucess or it is available.

(i) Hold and Wait Condition : Processes already ho'ding resources may request new resources.

{ifiy No preemptive Condition @ Only a process holding a resource may release it

(iv) Cireular Wait Condition @ {wao or more processes form a circular chiain where each process waits for
aresource () e next process 10 cham holds

Deadiock only oceers in systens where all J-conditions happen

Q. 7, 1) Explain Reader/Writers problem with its solution by using semaphores,

Ans, Resders/Writers Problem ; Two kinds of processes-readers and writers share a database. Readers
eaccute transactions tha cwamine database records Wride transactions both examine and apdate database.
[ he databose = assurmed initially to be in o consistent state. Cach transaction, if execated i fsolation, rans-

forma the dotabase T one comrastent #tate o another
Eorme) Readers and Writers Solution Using Semaphores :
Semaphore bayariant : For semapboses, let af be number of completed P operations and l2t nv be number
of ceepleted Wooperations, 1 hait s inttal vatoe of &, ther in ali visible program states. nf* <=V + inil
Consequently exccuiion of a P operation potertially delays eatil an adequate number of V operations
have Foen executed.
B using this detfinition of semaphores the readers and wriicis problem can be solved in the fallowing
WAVE |
intezern Ruaders ;=1
semaphore semBeaders -~ !
Semaphore semVeiers - |
Beador] =4 omy s doarne
Posem Beaders)
nReaders : - nBeaders - |
itm Readeis =1 <P oseavariters) 0
Vo seniaders)
read datnbase
P {Sem Readers)
nReaders . - nkeadeys- |
ifnleaders =0 -V (SemWriters 1 [
WV iSomReaders)
dind
writer { {5 L.nj o doine -
P {semwriters)
wrile the database

Vo (semWriters)


http://studentsuvidha.in/

www.studentsuvidha.in

od.
Section-D
(). & (i) Explain blocking and non-blocking input/output.

Ans. Blocking and Non-Blocking Input/Output : Asynchronous input/output or non-blocking input/
output, is a form of input/output processing that permits other processing to continue betore the transmission
has finished input and output operations on a computer can be extremely slow cotapared to the processing of
dati. An inputioutput device incorporate mechanical devices which moves physically, such as a hard drive
seehing a track to read or weite; extremely slow. For example. during a disk operation that takes ten miliseconds
to perform, a process that is clocked at one gigahentz could have performed ten million instruction processing
eveles. A simple approach to input/output would be start the access and then want for 1t to complete.

But such approach (called synchronous input/output or blocking input/output) would block the progress
al’a program while the communication is in progress leaving system resources idle. When a program makes
miany input’output operations, this means that the processor can spend almost all of its time idle waiting for
Inpul’output aperations (o complete,

Alternatively it is possible, but more complicated to start the communication and then perform processing
that does not require that input/output has completed This approach is called asynchronous input/output.

€}, 8. (ii) Define kernel in Real time operating system.

Ans. Kernel @ The kernel is the central component of most computer operating svstems. Its responsibili-
ties include managing the systems resources and the communication between bardware and software
components, As a basic component of an operating systam, a kernel provides the lowest level abstraction laver
for the resources (especially memory, processors and input/output devices) that applications must control to
perform their function, [t typically makes these facilities available to application processes through interprocess
communication mechanisms and system calls

Real Time Operating System Kernel : The kernel of a real time operating system ("RTOS") provides an
"shstraction layer” that hides from application software the hardware details of the processer (or set of
processors) upon which application software will run.

Application
solTware

Hardware
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€% Explain Ui file systom, And also ocfine sane uniy command.

Aus, Unie File Svstem ; The Lnax Fide System (LES] 1= a Dle system used by many onix and unax like
et cvstente 1S also eablad Berteley Fast File Systend, the BS0 fas file svstem of FES, 1t is a distant,
desecndant oF original file system used by version 7 uni

Inounix. the fles are oroanised wlo atree structare with a root named by the character 9. The Birst few
besels o the ree ook Tike this.

|
T [T ]

te hin YT np dev
| Y
et
|r |I il hir
5 ceh

Llser fikes for o subtree of this tree, For example momany svstems the user files are subdirectories of a
derectony pamed home withan "wse', 1 we had vsers Ajay and Arun, for example Ajay's home directory would
e wwer hoane may and all nis files woald be wathin thet subirez, aed analogous statement would hald for Argn,
Supprose Arun's director ook like this

Arun
1
|
T A
oo \
bl waker  TeL Qi misc

_—

Tres) st rochs
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File names can be given either in relative terms or with full path names. Looks at the file 'salt above. If we
are in the directory "water’; we can refer to this file simply as salt,
I we are i divecunry above L, the one named acon’ then we must wiite.
water'salt
File Tvpes : There are 4 types of files in the UFS |

i1y Crrdinary files
(i Diivectory files
(it} Device files

(v} Lok files,
(iy Ordinary Files : An ordinary file may contain text, a prowram or other data.

{in} Darectory Files :
X
]
e
h.

L dircetory structure above like this, ithen suppose i we alking about b, b is directory contain fites u and
v and boalso bas information aboeut v and v,
(iii) Peviee Files : In unix, phyaical devices (pringers, terminals ete. ) are represented by "Files,”
read )~ forread file
writed } o torwnte tile
() Link Files :
Exarnple :
En XY 2 10w run Tt will appear that a sew file, ¥ has been created . as a copy of X: as i we had tvpea CP
Y but CP does nob create new Tile.


http://studentsuvidha.in/

