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B.E.
Fifth Semester Examination, MAY 2009
Analyss And Design of Algorithms (CSE-305-E)

Mote : Attempt any five questions. All questions carry equal marks,

Q. 1. (a) Write and explain different types of asymptotic notations with suitable example.

Ans, The nowtions we wse to descnbe the asymptotic rminning tine of an algosithm are defined nerms
of functions whose domains are the set ol natoral aumper N = {0, 1, 2,0 . .} Such notations are convenont
for describing the worst-case runnicg time function T{a } which is usvally defined only on integer inpul' gives,

It is sometimes convenient, however, to abuse asymipiodic noation in a variety of ways.

Example : The not=tion 15 casiy extended to the dorain of real cummber, or alternatively, restricied to o
subset of the natural nuimba:s.

Kgin))=1{f(n): there exist postive constants ¢; and ¢ and npumber such hat
O=oypind= fimy=c,giniforallm zm,)

). 1. {b) What is the recurrence relation? Solve the {ollewing relation by recursive method

T{m) =27 (w/2+17)+n

Ans, When an algorithm contains a recursive cass to itself, 1ts running time c2n often be described by a
recurrence cquation or recurrence which descnbes the over uil nonaing time on a problem of size n in terms of
the running time on smaller inputs.

- o =t 1} ifn =g
Fi) > laT(n/b)+ n)+ C(n) oiherwise.
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Q. 2. (a) Explain the algorithm ef Quick Sert and compare time complexity with Heap sort,
Amns. Quick sort, like merge sort, is based on divide 2 conquer paradigm imroduced. Here is the three

step divide and conguer process for storing a typical subarray A[FP ... ]

Divide : Partiuon (rearvange) the amay A[P........r] into 2 subamays A[F. .._.g-1j
& Afg+l. ... rl

Such that each element of A[P ... g — 1] s Iess then or equal to A[g] which is in twm less than o

equal to each element of Afg+1...........77]
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Conguer : Sort the 2 subarrays A[P............. g-1] & A[g+1...........r] by recursive calls o quick

Combine : Since the subamrays are sorted in place, no work in needed to combine them : the entire array
.....r] 15 now sorted.

Quick Sort : (A, p. r).

If p=<r

Then g « partition (4, p, r)

Quick sort (A, p, g=1}

OQuick sort (4, g+ 1, r}

Q. 2. (b) What is Divide and Conquer strategy? Design Merge sort algorithm using Divide and

Conguer strategy. Also give its recurrence relation.

Ans. Many useful algorithms are recursive in structure. 1o solve a given problem, they call themselves

recurseilvely over or more times fo deal with closely related sub problems. The divide and conguer paradigm
involves three steps at each level of the recurrsion.

Divide : The problem into a number of subproblems conguer the subproblems by solving them

recurseively combine the solutions to the sub problems into the selection for the onginal problem.

Merge Sort :
AlA, p,q.r)
n —g-p+l
ny &—r—g
Create arrays L[1............;¢p #1]and R[L..........omp + 1}
For fe11om
Do Uple Al p+i-]
For Sl ny
Do Rli) & Alg+ ]
ny +1] =
R, +1]
1]
FE o
For ke plor
Do if [LL ) = R[]
Then Alk] + L]
Fe=i+l
Else Alk] + B[/
PR ED

Q. 3. (a) Write and explain Kruskal's algorithm to find the minimum spanning tree from a graph

with example and derive its time complexity.
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s kraishal's aigorithm s based directly or the generic munimum spanning tree algorithm. Tt finds a
safe edpe to add o the growing forest by finding of all the edges that connect any 2 tree s in the forest, an edge
fu, v) of least weight. Let ¢, & ¢, denote 2 trees thiat are connected by (u, v}

Since{u, v) must be a light edge connecting ¢; to some other tree,
MST-KRUSKAL (7, w)
A
For each vertex vel ]
do MAKE-SET (v}
Sort the edpes of E into non decreasing over by weight w.
For each edge (w,v)and E taken in non-decreasing order by weight,

Do if FIND-SET {u)# FIND-SET(v)
Then A=A {u, v}
EINION (u, v)

Return A

Q. 3. (b) Explain the greedy approach for algorithm design? Devise a solution for fractional
Knapsack using greedy approach? Give its time complexity.

Ans, Algorithms for optimization problems typically go through a sequence of steps with a set of
chowees ai each step. For many optimization problems, using dynamic programming to determine the best
chowces 1s over kill; simpler, more efficient algorithm will do. A greedy algorithm always makes the choice
that fooks best at the moment.

Greedy algorithms donot always yield optimal solutions, but for many problems they do. The greedy
method is quite powerful and works well for and wide range of problems.

A Recursive Solution : The second step in developing a dynamic-programming selection is 1o
recursively define the value of an optimal selection. For the activity selection problem, we let ¢(i, j)be the
number of activities 1s a maximum size subset of mutually compatible activities in S ;.

Cli, j1=cli, k]+clk, j1+1

e 0 ifS, =0
PP max (i K]+ k. ]+l IS, #i<k<)

Q). 4. (a) Describe D}rnlmil; Programming method with a sultable example.

Ans, Dynamic programming like the divide and conquer method. Selves problems by combining the
solutions to subproblems,

A dynamic programming algorithm solves every subproblem just once and theis saves its answer ina
1able, thereby avoiding the work of recomputing the answer every time the sub subproblem is encountered.

The development of a dynamic programming algorithm can be broken into a sequence of 4 steps

{1} Characterize the structure of an optimal selection.

(1) Recursively define the value of an optimal selection.

{111) Compute the value of an optinal selection in a bottom-up-fashion.

{1v) Construct an optimal selection from computed information.
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Q. 4. (h) Write and explain algorithm for finding Transitive Closure using Dynamic approach
with suitable example znd derive its time complexity.

Ans. Given a divected graph G = (¥, E)ywith vertex. SetV ={l, 2, ......... 11+« b we may wish 1o find out
whetner there us 2 parts in G from i to j for all vertex pairs i, jeV.
The transitive clesure of G is defined as the graph G* = (V, E)’, where
E =11, _j}li;I!lErE- 15 2 parts from vertex i to vertex jin (7}

o _[0if i jand (i) e E
i T it =g or(j ) eE

& for k=21
Transinve colsure (7))

VTG
For je==ltlon
o for j+lwn
naif i=jor(j t)e E(G)
Frhia rfﬂ' w1
Flee A
For Ke«ltan
Do for r+lto n

(K} fk=1) [k=1) {k=1)

Da I A=ty vty ALy )
Return y A

Q. 5. Discuss Branch and Bound strategy by solving Travelling Salesman problem for any graph
and analyze the time complexity for the same.

Ans. In the travelling-salesman problem, we are given a complete undirected graph G = (¥, E ) that has
wnon-negative integer cost c(u, v)associate with each edge (u,v) € E" and we must find a hamiltonian cycle(a
four) of G with minimum cost. As an extension of the notation, let c( 4 )denote the total cost of the edges in the
subset A E

Cld)= 3 clu.v)

Lo, wlEA

APPROX-TSP-TOVR (G, )

(i) Select a vertex r £ V[(7] to be a root vertex.

(ii) Compute a minimum spanning tree T for G from root or using MST-PR/M (G, ¢, 7).
(i) Let L be the list of vertices visited in a preceded tree walk of J.

{iv) Return the hamiltonian cycle H that visits the vertices i the order L.
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Theorem ; If P = NP, then for any constant P = | there 13 no polynomial time approximation algorithm
with approximation rated and for the peneral travelling salesman problem.

Q. 6. {a) Differentiate between Backtracking and Branch and Bound method.

Ans. Another inversing property of depth first search is that the search call be used to classify the edges
of the nput graph G = (V, E) This edge classifications can be used to glean important information about a
graph.

We can define graph four edges in terms of depth first forestGG, produced by a depth first searchon G.

{i) Tree edges are edges in the depth first forest &, . Edge (u, v)is a tree edge if vwas first discovered by
cxplonng edge (w,v).

(it} Back edpes are those edges (u,v) connecting a veriex u to an ancestor v in a depth first tree,

{1ii) Forward edges arc those non tree edges (1, v) connecting a vertex u to a descendent v in a depth first
fmee.

{1v) Cross edges are all other edges. Theyt can go between vertices in the same depth first tree, as long
as one vertex is not an ancestor of the other or they can go between verticles in different depth first trees.

Q. 6. (b) Give an algorithm for graph coloing problem using Backtracking and analyze the time
complexity of the same.

Ans. A K colouring of an udirected graph G =(V,E) is a functione:V = {1, 2, .......... K} such that
olu )= cfv) for every edge (#,v) € E. In other words, the numbers 1, 2, ........ K represent the K colors and
adjacent vertices must have different colors.

{1} Give an efficient algorithm to determine the 2 coloring of a graph if one exists.

(i1} Cost the graph-coloring problem as a decision problem.

(iii) Let the language 3 color be the set of graphs that can be 3-colored.

iraph caloring problem is to determine the minimum number of color needed to color a given graph.

Q. 7. (a) Explain heap sort with its complexity? What is running time of heap sort when list is
already sorted? Sort the following list using heap sort :

14, B, 15, 6, 3, 20, 22, 28, 10, 40

Ans. The heap sort algorithm starts by using BUILD-MAX-HEAP to build a max heap on the input

array
| | .n)]

Where, n =length [4].

Since the maximum element of an array is stored at the root A[1], it can be put into its correct final
position by exchanging it with 4[n}

HEAP SORT [4]

BUILD-MAX-HEAP{A)

For P 4+ length [A] down to 2
Do exchange A1)+ A[i]

Heap-size [A] = heap-size [4]=1

MAX-HEAPIFY (A4, 1)
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Q. 7. (b) Explain the implementation of Priority queue using max-heap? Glve the procedure for
HEAP, INSERT and HEAP-EXTRACT-MAX for implementation of Priority Queuc? Give the tine
complexity also.

Ans. A priority queue 15 a data structure for maintainty a set S of element, each with an associated value
called a key, A max prionty queue supports the following operation.

- INSERT
SN
= ENTRALT-MAK (5)
— INCREASE KEY (5, x, k)
HEAP-MAXIMUM (A)
Return Af1]
HEAP EXTRACT-MAX (A)
if heap-size [A] <)
then error "neap under tow"
max < A1)
Al = Al heap-size| 4]]
heap size [ 4]+ heap sizefA1-1
MAX HEAPIFY (4, 1}
Retuwra MAX
Q. 8. Explain any four of the lollowing :
tal HulTman codes
by wdjacency List and Adjacency Matric Representatinn of praph
() Optimal Binary Search Trees
id) NP-Complete P'rablems
(e) Fixed and variable stred (unle formation »Tate spacy {1 ves
Ans. (a) Hulfman Cedes @ Hoftoan codes coe v adel ol sad sery offortive fchiegie tor
compressing data: savings for 207, to 905 sre typical, depesding i the diciacioninlicd of te data being
compressed.
There are many ways to represent stch a file of informaton code, wierem cach characier is represenied
b @ e htlmt}' st 10 we use 1 fiv o] fength code e nesd 3 betg g represert siv choraciers

i == T
b=}
F=18

A vaoable iength code can go considesably boier than fieed fength code,
th)y Adiaceney List and Adjscency Matrix Hepresentation of Graph @ The adiscenes list

rersssenfating of pouph S - [ F ) congists of antarray Ady oF |1 lists, on= for ench vertex m K

varesthu 1 the adiacent list 4d |, (u)list contains vthe verrices v such that there 1s an edgy (1, v) & £,
Thist o oF e bovnv=rts of gl the veillies Suacel Woa mn .
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{a) {b)
0 [ 3 4 5 6
1 | 0 I f 0 1] 0 1
2 i [ 1 0 1 i 0
Y o ] 0 0 1 ! 0
4 0 | 1] 0 0 o i
5 1] V] 1] 0 0 0 1]
(i il i 0 1] 0 0 L]
()
Adpacency matrix representation of graph G =(V,E) we assume that the vertices are numbers
L2 .....[¥lin some arbitrary manner. Then the adjacency matrix representation consists of a |Fk|V|

matrix 4 ={a; Jsuch that
|1 if{r,jlekE
"l otherwise
{c) Optimal Binary Search Trees ;
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il I 2 3 4 5
(.15 AL 003 .10 020
005 (.10 005 {105 105 (TR 1L
i P+ i q; =1
ial =0
Nade Depth Probability  Contribution
ky [ 0.15 0.3
£ 0 01 IN[E
ky 2 005 015
ky | 0.10 0,201
k, 2 (120 0.60
oy 2 0.05 0.15
oy 2 Lo 0.30
i, 3 005 0.20
dy 3 0.08 0.20
oy 3 (.05 {1260
i i VR .40

Total 1.50
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(d) NP-Compiete Problems : NP completeness proofs are somewhat alike. Many problems of inter2st
are optimization problem. i which each feasible, solution has an associated value and all wish to T the
feasible solution with the best value. For example, in a problem that we call shorted path, all are given an
undirected graph G and vertices G and vertices i and v wish to find the path [lom u to v,

(e} Fixed & Variable Sized Tuple Formation State Space Trees : The space needed by the algarithm
15 seen o he the sums of following components.

A fixed part that 15 independence of the charactenistics of inputs and outputs. This part typically
includes the instruction space, space for simple vanables and fixed size component variables, space fin
consianis and so on,

A variable part that consists of the space needed by component vanables whose size 1s dependent on the
particular problems instance being solved, the space needed by reference vanables and the recursion stack
space.
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