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B.E.
Sixth Semegter Examination, 2010
Digital Sgnal Processng (EE-4O7-E)

MNote ; Attempt any five questions,
Q. 1. (a) A system has the input-output relation glven by y(w) = F|x(n)| = nx{n). Determine
whether the system is ;

(i) Memoryless {ii) Causal

(iii) Linear {iv) Ti.ne-in-variant or
{v) Stabie

Ans. wWn)=Tx(n)=nx{n)

{iy Memoryless : The system is memoryless because no delay or advancement s not there.

{(ii) Causal : Causal because output is depends upon the input present value not future value,

(iii) Linear : The system is linear.

{iv) Time-in-Variant : The above system is time invariant because if we change in y{# jcause the
same change in x(n)

(v) Stable : The system 15 unstable because no area of field 1s defined.

Q. 1. (b) Obtain the Fourier transform of the signal :

Sy =Y 2180+ 1)+ (¢ +1/2) + Hr - 1/2) + 8¢ -1)]

Ans. IFT:}=HEE&F'FI}-l-af—l-y2}+|5]:r_1?f'2}+&1-]}}
f“}qlr-[: Fleye™ ™ dr = f(jw)
By using the property Bt —-tg) el ppmmi

,l"{’jm!=—;{£f“’ Y

_ el T TP T
2 2
S jw) =cos w+cos w2
(). 2. (a) Define the following elementary signals :
(i) U nit impulse signal (if) Unit step signal

(iii) Unit ramp signal
Ans. (i) Unit Impulse Signal : The unit-impulse function is defined as
Bry=0r=0
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Mry=Et =0
Bui=knz0
Hn)=Ln=0
b{1) &{n)
: +
0 J 0 '

The area of the impulse function 15 unity and this area is confined to an infinitesimal interval on the
t-axis and concentrated at + =0 The unit impulse system is very uscful in continuous time system
analysis. I115s used to generate the system response providing fundamental information about the system

characterisncs.
(ii) Unit Step Signal : The integral of the impulse function &1)
[1 120
kit =
fr. &I k ‘1[} ! ..:_{:l

Since the area of the impulse function 15 all concentrated at ¢ = Ofor any value of ¢ <0, the integral
becomes zero.
The integral of the impulse function isalso a singulanmg funcrion and calied the unit-step function
and 15 represented as
{ﬂl i=
Miny=

I n=0

i1} uin}

T R T A .

(i) Unit Ramp Signal : The upit-ramp function r{f ) can be obtained by integrating the unit

impulse function twice or integrating the unit step function one

Hi)= [m fm o T Mt

%= [m af x Wl

[0 r<0
!{”_11 r=0
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0 n<l
1 — Step for slope nn)=
I n=0

Ly mn)

Slope = -1

1 L]
Q. 2. (b) Discuss the various properties of continuous and discrete time LTI systems in brief,
Ans, LTI System : A time invariant system is one whose input-output relationship does not vary
with ume. A time-invariant system is also called a fixed system. The condition fora system to be fixed is
H[xte=1)]= wit -1} wees (1)
A time-mvariant system satisfics equaton (1) for any x{s) and any value of ©.
If ¥{1 )is the response of the system to shifted input is the response of the system to x{¢ ytime shifted

by the same amount. In discrete time this property 1s also referred to as shift-invariance, For a discrete
time system the condition for shufi-invariance 1s given by

Hlx(n-K}]= y(n-K} wune (1)

Where K is an integer. A sysfem not satisfy equations (i) and (ii) is said to be time-variant. The
system satisfy both linearity and time invariant condition are called linear, time invariant system called
simply LTI system.

Linear system is one in which the principle of superposition holds, for a system with twe inputs
rpitYand xo(e)

The superposition position 15 defined as follows

Hlayx, (t)+asxy ()] =a Hlx (1) +aH(x (1))

Where, @, & a, are the weights added to the inputs and H[x(¢)]= y(r) is the response of the
continuous time system to the input x(r L Thus, a linear system is defined as one whose response to the
sum of the weight inpul is same as the sum of the weighted responses.

If a system not satisfy this equation called nonlinear system for discrete time system

Hlayx, (n)+ayx;(m)]=a, Hlx, (n)]+a,Hxs(n}]

ayith

JI|.:|1|.|H!| - l:!_:ﬂﬁl

a Hiw (00] 2,10
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Q. 3, (a) Distinguish between [1R and FIR systems.

Ans.
FIR IR

{1} | The impulse response sequence is of fimite duration | It has infinite number of non-zero terms e, ils
1.e.. It has finite number of non-zero terms, impulse response sequence of its infinite duration.
eg.x{n)=1{.23-2,0 C.g. X(n)=nu{n)

(it} | FIR filter are usually implemented using structure | They are usually implemented by using structure
with no feedback. having fecdback.

{11} | Non-recursive structure all zeros system. Recursive structure pole end zeras,

Examples of FIR :

winj

IR Filter :

wimi

Fig- Trampassd direci form | realnation strectare
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o yin)

Q. 3. (b) Obtain the condition for stability of the [ilter :
ay +ayz”

H=—1—"2"
14657 +by27?

|
iy +rIz._

Ans. Hity=—W——————oo
t+b|:"' +.‘33:'1

]
a, 2 3

b b
1+:+'__.t

{ayz+as)
:3 +-£i|r'+h‘]

3
t!1.:' Tﬂzz

1
- +f}]:+br Qs {i]

:1121 Fiy 7

P z-Py) e (i)

Where the poles are at z = £, and =,

Since |# |. [P | <1 The system is stable, otherwise unstable.
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(). 4. {a) Describe the operation of a sampling circuit.

Ans. Sampling Circuit ;

M= Eﬁ[l-ﬂf'l

Higen)

G \litfl

Apht)
Sampling circui

it {—)':'I Xijrah

X

81
Mm
i T |
1 T T
=1, L= i,
FAL s )
T
L e (L R U
=i, in
.\'!L;-rl |
-'IJ:IH +1|II

The frequency 2w, which under the sampling theorent. must be exceeded by the sompling
frequency s commonly referred to as the Nyquistrate.
Sampiing with a zero order hold
pit)

hydy
':]rHI
]

LT f——— k,}m
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! H,{jew) I
1 - I
i |
i i T :
] []
Hyljw)=e" m"'r"'!.;{ ;ﬂm T'fz""}
{
y T 1L g
H, (e y= S H o)
2ain{w T/2)
w
wit) —| Zeroorder | ot l ’_ﬁ:f:‘;‘_—.l_’r
hold

I

Q. 4.(b) Kixplain the sampling of the bandpass signal whoss . gpectrum is illustrated in figure.
Dutermine the minimum sampling rate Fy to avoid aliasing,
XiF

AN

-6l 30 40 0 al 30 60
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Ans. Sampling Theorem : |f the spectrum of the signal is band limited the signal can he
reconstructed from its sample, if the sampling rate is greater than or equal to the maximum frequency
contamed i the orginal signal.

ik =2.-fm
21, = [y — Nyquist frequency
DvC conversion

_________________________ i

I

i I

: Canversion ol T I

discrete-time | p'Y b
¥l | sequence o ki

I impalse train i, D, @ i

'. = 200 Jull |

Il el o R S e 3

H_{jio)

T e e e s e e e
y B :
! M I
I . . )

s qu| Conversionef | x in) yin)| Conversionafl [y (1) T !
x:AN : smpulse train  f— deejﬂ} s sequence o |- [ ::I |—|Li'3"t-m'
i toy SEquence impulse train e ol
| F 3}
! [
e I

Sampling rate fi=2f
1, =60Hz
£, =2x 60
=|20Hz

For aveiding aliasing 120Hz sampling rate is required.
Q. 5. (a) Consider a discrete time LTI system whose system function H(Z) is given by :

=
H{E}-mlélblﬂ

{i) Find the step response s{a)
{ii) Find the output y(n) to the input x(#) = nu(n)

Ans. HI_ZJ=2_HZIZI?L’2
Y{Z) z

17 [ [Eatalhs kPOl

(£) X(2) z__l

2

(i) Step Response : Sin)e—=~—s5(2)
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For unit step

S(Z)=X(Z)
Sin)er ——I-—
-z

.4 1

Y{Z)= ®
z-1 1-27

¥(n)=Inverse

PutZ™' =2

1251
2

}{u1=[%] u(n)+(1)" uin)
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y{n:z{n[‘—;y }um

(i} x{ ) = nue(m)

z—l
X{Z)= _Z )
Y2 !
lz} e ._,:[..._?. =
Kz 13—1
-
1
e [.._Z_.:I_ ]
1 Iz—' {1._2 ]"-
¥
[ -1
[]__Iz-q] L(1=-27 )2}
i
A gl _Z e
1zt (=27 S Z(z-yF
2
Z 7 A B €

PutZ =1 L;]_Eh.];q
| J

PutZ =1

(Z-nf|_,
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& ={z_”1{ (:f:rnmp-m}
2=l

(z-1y!
C=1
1 2 |
= T — e
"[E-IJ Z-1 (Z-1?
2
EFI E-l z—2
=—- +—T

2

Q. 5.(b) Describe the relationship between Laplace transformation and -Z-transformation.

= —[—IJ w{n)+2u(n)+nuin) Ans.

Ans. x(t ‘)1&& X(5) Laplace transform

_ xfn ,H-LX{E} Z transform

2]

T [ Unit circle

= Rz}
Splane
Z=e"
X(Z)= Y x(n)z”' for digital
X(§)= Lx{;}e""’m for analog
ity _yaT)-HWnT-T)
J'“ i=nT T
m)=pn-1)
T
Pttt i

=
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4]

_qym=l gm-
T T P
I-e

(5+5,)™  (m-1)! g5s™ il 5
S+a 1-e~ (cos BT)Z™
e s —al -1, _-2aT =2
(5 4-;:1]?41-11-2 1-2¢7 coshTZ +e™™" 2
-aF . -1
b N e~ sin(bT)Z

(S+a)t+b®  1-2"" (cos T2 ' 2T 272

§ =P, is mapped into a digital pole at Z = "'
Z=¢"
S =0+ 0
ﬂ?'ﬂ - eur = gr
Lo f-ﬂ'
w =L
Q.4.{a) Convert a anzlog filter to a digital filter whose system function is given as under:

H(§)= =
(§+12)

Make use of impulse invariant snapping method.

Ans. H(§)= 5
(5+2)

Using property of impulse invanant method

1 [_I}M—] ﬂ”"_[ { 1 }
% m-1 —-5T 1
(5+5,)"  (m-1)! 4§ 1-e™ Z7
m=3

§, =2

B _ffi{ )
(§+27  (3-1)! ds | 1Sz

e o]
21482 [1-e5 27!
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=_!{ d {(:49-5 7 }{u}»fs@-'sz"}
2

ds (-~ 327ty

=_z_d_{ se 2 }

24S | (1-eF 27

1 (-e 2 P e -8 e 2 N Y127 )8 < Se T 27
2 {l_e-ﬁz—l: ]i

: 1[(-e 2"V e 27! -85 2 215 2 S 2 |
{é' + 1} 2 {I_E—Sz—l }nt J
Q. 6. (b) What is the principle of designing FIR filter using windows?

Ans. Window Technigues : The desired frequency response of any digital filter is periodic in
frequency and can be expanded in Fourier series ie.,

Hyle™ )= hy(m)e ™"

W=—rn

_ 1 o g
.F:iu]uﬁﬁh‘{e Je N dn

The Fourier coefficient of the series h(n are identical to the impulse response of a digital filter.
The infinite duration impulse response can be convertec! to a finite duration impulse response by
truncating the infinite series at n =N

Types of Window :

(i) Rectangular Window Function ;

M -1
()= {‘ f"”’"{“:"'

M[mMT]
we (e y=e™ ™ r (M “l)’f
5!11[

| 054-046c0s 2" 0<n<M -1
Wy (I = M
0 otherwise

{ii) Hamming Window Function :

(wMT
054 sin[ .““"ILT] ﬂdﬁmn[‘—ﬂai— s E ] U.4ﬁs:'n[ “’—;’—T {1 1]

5*:\{”3?‘] 5'“[?}? ..-__Tl_ ] S‘inf’f!{{"_ 7': _\I

2 (M-1) N2 M-1)

W T
wy (e™ )=
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[ 2nn ;
— 5-. . iy
W “{J'I:I-_—{ﬁ'} Q5cos = DE=n= Af -]

0 otherwise
{iv) Black Man Window Function :

i 4m
wg (1) ___[(}.dz—ﬂﬂms M= +ﬁ.ﬂEcasM—_l O=n<s M -1
0 otherwise
(v) Bartleit ¥/ indow Function :
|4 n, M- <n<l
Wiar (1) = 2 M1
I-n lspe=—=
{vi) Kaiser YWindow :
I Af -
! 1 o(P) for |n|< LB
wy (0 =i fylee)
io nthe iwise

). 7. (a) Draw and explain the block diagram of a multistage decimator and integrator,
Ans. Mulustage decimator and mtegrator

T 5 gk 1"}'1: k) vim)

l.‘\l e

xim)

F LF LF LF M

Consider a system for decimating a signal by an integer factor M. Let the inpui signal sampling
frequency be f,, then the decimated signal frequency will be f, /M. The decimation factor can he

')
factorised as M = ri A £ i 1 yim)
& f fy M
T ¥im]
N ———i  li(n) s 'i'“l .LM;_ . -LMI
fr fiy fy'M, oMM, /M
Wik
s} ytng) 4.5‘1: hamy) » 'L M, |______’ij1l|;|||:I -J.-""'1|
I, 0 My Gidls fd
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!
M=M, My.....M =[] M,

=l
Similarly integrator is shown below
xn) —— T L, h{m) > y(m)
fy Lf, Lt
xin} L L, L # him} j—yim}
" T L/, e, Bkt T Lf, Ly
yim)
a1 ) ey 1 L, sH,(m), 1 L #Hy(mj, 1 L, Hy(m)b—»
rlil Lfn
L4/ L%
v {
A SR e )
=l
). 7. {b) Give the areas in which signal processing finds its applications.
Ans. Applications finds in various field :
(i) Communication system (11} Speech and audio processing system
{iii} Antenna svstem {iv} Radar system
{v} Computational requirement
{vi) Storage for filter coefhicient
{vil} Finite arithmeuc effects are less
(viii) Finite order required in multirate application are low and
{1x) Sensitivity 1o filler coeflicient length are less,
Applications to Radar :
Control paths Tracking &
scheduling
_ swnal 1 I\ /e
Anienm . Clutter mapping,

discrnimination,
runpe marking,

= | AD IMatched Threshold . i
CONVENer | ilters detection inflgmpclation

monoplse
computations
meﬂd ..............
radar refurns Drisplay
processing |
Tracking computer




Downloaded from http://studentsuvidha.in and http://studentsuvidha.in/forum

Applications to Image Processing :

Band limited

signal

—pd  Sampler Quantizer b{ Encoder #  Decoder DiA

PCM signal
(u) Paise code modulation
Predaction ey
: + Quantizer Coder Decoder + -
4 Predicior Predictor

{b) Differential pulse code modulation

K.{!I'lp iy} :
< Lincar operator
- ' htn|.p":z‘l = Yiu), 03) = Hlwy, o), Xl o)
Xy, 0a;)
R.[|'|||“;r:| HIEIﬂ‘grﬂm "‘"[“l' |'|1:|=T]i:'ﬂ||.1'|z_}’
equalisation (Finel-by-pixel transformation)

2-Dr signal processing is helpful in processing the images the different processing technigues are
image enhancement, image restoration and image coding.

Image enhancement focused mainly on the features of an image. The various feature enhancement
are sharpening the image, edge enhancement, filtering, contrast enhancement etc,

Linear filtering emphasises some special regions of the signal. Histogram modification is done on
pixel-by-pixel hias and find 1ts application in contrast equalisation or enhancement.

Q. 8. Write short notes on any two of the following :
{a) Finite word length effect in DSP

(b) Application of -Z-Transform

(c) Digital filter banks.

Ans. (a) Finite Word Length Effect in DSP : (i) Quantisation effects in analog-to-digital
CoOnversion.

{ii) Product quantisation and coefficient quantisation error in DSP.
{11} Lint cyele in R filter,
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(iv) Finite word length effect in FFT

T i
— zeais—
) ) 2

The quantisation error is assumed to be uniformly distributed over the range by above equation
P (n) — Signal power
P. (n)—> Quantised noise

SNR =10log

w(n)

. ‘_2—5'1
72
'Pr ()= 53_5 f]_‘ﬂl"z E“I.P{EHE
2'-1!
P‘ [H}:’F
SNR =10log P, (n}+ 108+ 6dB
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=28

(ii) Product Quantisation : al= e i

Qi xin

2 ' 2 sin
T =ﬁ.|i En lﬂ]- }
n=0

ein}

2
T _ 9, Y
crm.-—jfmzw{z )z s

(iii) Quantization Error in the Computation of DFT :

g 7°28
G;fj' T"'r"‘fﬂi '_'T ."lr

: -28 -28 -2 B-ui2)
dha® e ¥ e T
3 3 3
{b) Applications of Z-Transform :
(i)} Respanse of System with Rational System Function :
xzy=212)
A7)
B{ZW(Z
Y(Z)= HZWX(Z2)= 2LV E)
ALZNNED

”Zl‘i Z Q.K

k=1 1= P;Z' k=1 1= in'

woe§ b0
S1-A2Z7 (Dl-qe 2

‘E"J. (P ) utn)+ igxm ) uin)

K=l
{ii) Transient and Steady State Response :

N
Var ()= 3 Ag (Py ¥ i)

K=l
L
yi(n)=3 O (gx )" uin)
k=l
{iii} Caunsality and Stability :
hAln)=0 n<0
3 Ih{n)i<w

A==

HZ)= 3 Wz

A= —h
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=

H@D)s 3 IHmz ™= 3 1hmz

A=—m LEES

|H(Z)|< 3 |h(n)i

nA=—a
Stability of the Second Order System :
wn)=—a a1 —a; ¥in—2)+ byx(n)

b
H(Z)= —Iﬂ 1
a2 +a 27

byZ*
zz 4+ ﬂ']Z'{'ﬂz

a atz —da,

l 4

a, =R P
jag |= P Py =By || Pyl =it
|y | <lay |

{c) Digital Filier Banks : In some application like spectrum it is required to separate a signal into
a set of sub-band signals, There are two application where these sub-band signals have to be combingd
and representad as a single composite signal. For these application digital filter banks are used. The
digital filter banks can be represented as a set of digital bandpass filter that can have either a commen
input or as a summed output. The signal x{n )can be decomposed into a set of M sub-band signals ¥y (n)
with the M-band analysis filter bank, each sub-band signal ¥y (n) occupies a portion of the origimal
frequency band by filtering process done with the sub fitted A (z)also known as the analysis filters.

Similarly the sub-band signals ¥; (n) which belongs to contiguous frequency bands can be
rombined to get wn} by mean of the synthesis filter bank. This can be done by combining various

pynthesis filter Fy (2)

Hﬂ.z} '—l"ﬁ{“} :'ﬂl‘l}l—-—-i-

xinj

w

¥

Hm_ﬂ_'ﬂ = “'M_'|{“} li']__]':.“] —

{a) (b)



