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B.E.
Seventh Semester Examination, Dec-2008
Digital Signal Processing (EE-407-E)

Note : Atternpt any five questions.

Q. 1. {a) State and prove the power theorem. 10

Ans. Power Theorem : Signals having infinite energy, but finite average power, are called power
stgnals. The average power dissipated by a voltage f(+ ) applied across a 1-ohm resistor 1s defined as the
average power. The average power P, therefore may be expressed as;

i 72
ST (10
T o er (1}

Equation (1) represents the mean square value of the signal f(t ) and hence, the average power P is same
as the mean sguare value of f{r). The ratio of power B and 5, is defined in terms of decibel;

P2
=101 —
o = 0101 22

¥4 and V| are rms voltage corresponding to power F; and F.

Parseval's Power Theorem : The theorem defines the power of a signal in terms of its Fourier
coefficients 1.¢., in terms of amplimdes of the harmonic components present in the signal.

Let us consider a function f{¢ ), we know that

LA = ff* ()

The power of the signal fi¢)over a cycle is given by
1 T2 " | T2 .
P [ AP de=— [A0f (0).d

-T2 =T
Replacing f{¢) by its exponential Fourier series;
T2, [ )
B=s ]’ £ ZF,ef"“”n*Jm
-T2

==

Where, &, = E

Interchanging the order of integration and summation.
-
b YEn [f)e e

n=-o 72

“The integral in the above expression is equal to 7F, ,:

= L]
P= ¥ FpFy,

H=—ix
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e
P= 3 |F, 1
n=—at
This equation 15 known as Parseval's Power Theorem.
Q. 1. (b) Define the Fourier transform of discrete time signal. Also state and prove its any four
properties. 10
Ans. Fourier Transform of Discrete Time Signal : The Founer transform of a finite-energy

discrete-time signal x(n )15 defined as ;
= &)

Alw)= EJ‘{H}E'_‘HH"
P vees (i)
X{w) represents the frequency content of the signal x(n)
Properties of Fourier Transform :

(i} Symmetry : IF ey Fju)
Then, Figr) = 2nf{—m)
Proof: fu }=j—l_t | Fiome ™ ey

o
nfi-t)= JFU‘WJ Je ™M ey’
—
Where the dummy variable w is replaced by w',
Mow, 1f 1 is replaced by w, we have

o
nf{—w)= jFU{u’ Yo I ey’

—

Now, w15 replaced by (1} . 2nf(-w)= IF{jr}t'_ﬁ“".dr=T[F{j;}]

Therefore Fjt}e= 2nfl-a)
Il f11)is an even function, Sity= fi-t)
Hence T[FE(jt)]=2af(w)
{ii) Scaling : If flt)s= Fijm)
Then. flatyes U9
jal @

Prool : If a =0 then the ransform of f{ar}is

rAat)= [ flat)e™" di
- ki)

Putting x = wf, we have v = adi, put in equation (i)


http://studentsuvidha.in/forum

downloaded from http://studentsuvidha.in/

If a < 0, then

{iii} Time Convolution : If

Then,

Proof :

g —Jun :
T N=T[fix)]= j‘ flx)e @ d_x;l‘:‘.‘[ ﬁ_ﬂ],
i i i i

fon L
TU:mn=——1F[{§’
4

St = — F Em—}
al Hence proved

xleyes A jm)
h(r) e Hijw)
wey=x{t)*hit)

= Ixir Wilr =1 hdv o= V)= X{(jw)H( jw)

=0

T ty=¥{ju)]= j f""{]’rh}h{r r]u'h}d:

ﬂ."—-'h'ﬂ

o

Ernri'r{

hr—t)e ™. dr]eh-

Putting a =¢ —1, then ¢t =a+ tand da = dt

¥ljw)= | rm[ [Ata)e™ O d | e
L-

(iv) Frequency Shifting (Modulation) :

If
Then

= Jxtx)e ™ [hta)e™ % da
=X {jw)H(jw)
Mty Fljo)

f(r)e! = F(jo-ju, )

Proof : The transform of f(¢)e’™*" is by definition

T )= [ froelele ™ di

—a

= [fwper ool g

—a0

=F{juw= jo, )

fit je el o F(ju—jmn, )
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(). 2. (a) Give the detail classilication of discrete time systems. 10
Ans. Classification of Discrete Time Systems : The discrete time systems may be classified as :
(1) Siatic and dynamic systems (ii) Linear and non-linear systems
(iii) Time-variant and time-invariant systems  (iv) Casual and non-casual systems
(i) Static and Dynamic Systems : The output of a static system at any specific time depends on the
input at that particular time. It does not depend on past or future values of the input. The output of a dynamic
system, on the other hand at any specified time depends on the inputs at that specific time and at other times,
Such systems have memory of energy storage elements.
(i} Linear and Non-linear Systems : A linear system is one in which the principle of superposition
holds, For a system with two inputs x; (¢ ) and x; (¢ ), the superposition is defined as -
Hlapxp (e )+ aaxa(t N=a My () ]+azHlxa(r)] wees (1)
iy ,a3 — weights added to the inputs,
and H(x(1))= yi1)is the response of the continuous-time system to the input x(¢) Thus, a linear system is
defined as one whose response to the sum of the weighted inputs is same as the sum of the weighted responses,
If a systern does not satisfy equation (i), then the system is non-linear. For a discrete-time system, the
condition for linearity is given as :
Hiayxy(n)+azxz(n)]=aiHx (n)]+ay Hixz(n)]
(iii) Time-variant and Time-invariant Systems : A time-invariant system is one whose input-output
relationship does not vary with time. A time-invariant system is also called a fixed system. The condition fora
system to be fixed is

Hlx{t —1)]= w1t -1) we (1}

A time-invariant system satisfies equation (a), for any x(¢ ) Equation (a) states if (¢ )is the response of
the system to any input x{r } then the response of the system to the time shifted input is the response of the
system to x(t jtime shifted by the same amount. A system not satisfying equation (a), is said to be time-variant.
The systems satisfying both linearity and time invariant conditions are called linear, time-variant systems.

(iv) Casual and Non-casual Systems : The response of the casual system to an input does not depend
on future values of that input, but depend only on the present and past values of the input. This type of system
is called "casual system." If the response of the system to an input depends on the future values of that input,
then the system is "non-casual.”

(v) Stable and Unstable System : A system is said to be bounded-input, bounded-output (BIBO)
stable, if every bounded input produces a bounded output. Thus, a BIBO stable system will have a bounded
output for any bounded input so that its output does not grow unreasonably large. The system not satisfying
the above conditions are unstable,

(). 2. (b) Determine the response of the system characterized by the impulse response.

-I n
k() =[EJ w(m)
to the input signal x(n) =2"u(n)

147
Ans. Ir{n}=[3) uin)
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x(n)=2"u(n) u(n) = [1& ::]
1 0 . I i
h[n}=[5] _1+[5] uln+ ...
| 2 3
h{n}=1+[ﬂ +(:_1J +[é] .
!r{n:|=l+-!+—1+1+—l+ .........
2 4 8B 16
Xa)=l+2+44+6+ 8+ ninans
x(k)
8 8
h(k) 7 (6)
B
5 (4)
. ”2”4 g (2)
X [”Ewm 2 ]
[1 1
01 2 3 4 0 1 2 3 4
8 #(-k) -
{“} Multipliy V,(K)
(6)
(4)
(2) i 1 Vok =1
T 2
1 I It L
4 3 -2--1 0 a1 2
x{1-k}) Vi(k)
8
23 Vilg =2+ 1=2
2
{ l 2 . (1/2)
1
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=32 101 101 2
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Q. 3. Determine all possible signals that can have the following z-transform.

Ans. Xiz)ps—m——m
1-15-"" 405272

Ans.
10
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; ¥Yiz)
A{z)=——
Hiz)

14152 07522 e,

115z ' +05: 2 1
]—~1.f"-.‘€_1 +1'15':"l
p—_ -
15z~ —ns:?
15:71 —225:72 L0750
24 b o
17572 _qg75: 3
17527% —2855:7" + 087524
- 1
2105273 -08752 %
Therefore, X{:}=I+153'] w1755 s

Taking inverse z-transform, we obtain x{n)
n)=H, LS L7500 |
T

0.5, (a) Explain the design of FIR filters using window technique. What is Gibbs phenomenon?
Ans, FIR Filter Using Window Technique : Let us discuss the design of FIR filter using rectangular

window. Figure (a) shows the rectangular window. It is denoted wg (1)L Its magnitude is L for the rangen =0
to M —1 Now, let fyy(n ) be the impulse response having infinite duration. 1f by (n) is multiplied by Wg(n)
then a finite impulse response is obtained as shown in figure (b). This means that we will get omly limited pulse

of iy (nk not all (=) pulse.

wa(n) | hg(n)

1

(b) (x) = Multiplication
(a) Rectangular window

WR{'H} &
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* 1

L1111
0 12— M1
Truncation Process

uln)=hg(m)y=wgin)
Since, we are truncating the input sequence by using a window, this process is called as truncation
process. Since the shape of window function is rectangular, it is called as rectangular window.
The rectangular window is represented as wg (2 )and it 1s expressed as

- Lforn=01.......... M-
R _G, elsewhere

Gibb's Phenomenon : Let us consider the example of a lowpass filter having desired frequency
response H 7 (w) as shown in given figure.

1. 5. (b) What is zero input limit cycle in TIR filters? Explain it with one example. 10

Ans, Zero Input Limit Cyele : When a stable IR digital filter is excited by a finite input sequence, that
15 constant, the output will ideally decay to zero. However, the non-lincarities due 1o the finite-precision
anthmetic vperations often cause periodic oscillations to occur in the output, Such oscillations in recursive
systems are called zero input limit cycle oscillatons,

Consider a first order [IR filter with difference equations

: wn)=x(n)+ay(n-1) wiss ()
Now, let us assume o = /2 and the data register length is 3-bits plus a sign bit. If the input is

N

] otherwise
|H.:||{U-‘“
(a)
4
o * (0
This ringing effect
is called Gibb's
1 Phenomenon
0.5 (b}
il]c_ L

Fig. (a)
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In above figure (a), oscillations or ringing take place near band-edge (w, ) of the filter, These
oscillations or ringing is generated because of sidelobes in the frequency response W{w) of the window
function, This oscillatory behaviour near the band edge of the filter is known as "Gibb's Phenomenon.”

And rainding applied after the arithmetic operation then table {a), llustrates the limit cycle behaviour.
Here @[ | represents the rounded operation. From fable (a), we can find that for n 2 3, the output remains
constant and gives 1/8 as steady output causing limit cycle behaviour.

When @ =—1/2we can table (b} thar the output oscillates between 0.125 and —0 25

(Table a)
n x(n) HAn=1) opn-1) Hapm=1) M) = x{n) + Hopn-1)|
0 0.875 0.0 0.0 0.000 78
1 0 778 716 0,100 12
2 0 112 114 0.010 144
3 0 1/4 118 0.001 1/8
4 0 1/8 W16 0.001 /8
5 0 1/8 116 0.001 I8
718
3/8
L 18
1
1 ["B 1/8
Fig. (b) Zero Input limit cycle oscillation
Table (b)
no | xm | He-D ap(n—1) Ofap{n—1)| Hm) = x(m)+ Heg(m+1)]

|0 0.875 0 0 0.000 78
I ] T8 ~716 1.100 -1/2
2 0 -2 114 0.010 114
i 0 1/4 -1/8 1.001 ~1/8
i | 0 -1/8 1116 0.001 118
5 0 1/8 -1/16 1001 -1/8
i 0 | -I8 1/16 0.001 I8
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Q. 6. (a) Explain the backward difference methods for 1IR filter design. 1]
Ans. Backward Difference Method for 1TR Filters : Onov of the shnplest method of digivzing an
analog filter into a digital filer is 1o appeoximate the differcntial equatton by an equivalent difference

equation. For the derivative :iﬁ}:—} at time ¢ =nl’, we substitue the backward difference Ll ;j Al=1)
alt

_I.‘{HT}—_}-’{HT—-T}
7
_vn=rin-1
e
Where T represents the ampling imterval and  ofwdz vieT L Y b Luplace transform of

dvir)
=~ Thus, e g
ift |’ oF

Stisk which can be ropresemed s

ﬂ—b His) = 5 ——» Eﬁﬂ
dt
(a)
o o e |
The Z-transform of Hm ;r[n 2 is =t = }}{z], which can be represented as :
o J1=27 , )= yin-1)
T r
(b)
" Comparing fipure (a) and (b), for analog and digital domains.
=1
-z
3=
T
Hence, H(z)=H(S§ g
j: =3
T
; _ b1 T
B 1-8T 1-JAT 14qlr?
1 mar

"ol ol 7

Hence, backward difference methed is given by

§= -z~
T

Q. 6. (b) Draw and explain the direct form-1 and direct form-1I structures for IIR filters. 10

Ans, Direct Form-1 and Diirect Form-1I1 Structure :

Direct Form-1 : The digital system structure determined di:gct]y from given equation (a)
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”.:J k=l
Hiz)=
X(z) ' S
I—ZHKZ
k=1

we (1)

In this case, the system [unction is divided into two parts connected in cascade, the first part continming
only the zeros, [olluwed by the part contaming only the poles. A possible [IR system direct form | realisanon is
shown in figure (a), in which w{n ) represents the output of the first part and input to the second.

H(z)
X(z) | W(z) :
o h—| M) —o— M | L,y
x(n) E Zeros w(n) poles ':'
b e e e R i e I O
N N g
win)= ¥ bxx(n-K) . Y(2)=Y{(2)Y agz™" +W(z)
K=0 K=|
N
¥(n)= Zﬂx,ﬂ'"—x}*‘ w(n)
K=1
N
Taking z-transform, we get W(z)=X(z) Y Kez K, r{,}=__#£!_._
K=0 ]_Z K
ag:z
=] ’
o)
>
(a)
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Direet-form-1 realisation of an N order difference.

{ii) Direet Form-I1 : In direct form 11, the poles of H(z ) are realised first and the zeros second. Here,
the transfer function H{z ) is broken into a product of two transfer functions & (z}and H(z) where i (z)
has only poles and H3 (2 ) contains only the zeros.

' Hiz)=H(z).H1(z)

: N
Where, H,t:;;f_ﬁ—'-— & Hy(z)= S bgzK
- Z ayz -K ] k=0
K=l
H(z)
R i e e 1
' u(z) :
f:.! z}—{——n Hiz) ——o— Hil2) | | sy)
x(n) | u(m) |
| ___Poles zetos | (a)
(dy) Direct form Il Realisation
od uin) b,
<] —> —®———0yin)
w L 4
1 pd =1 2 1

a8 .~ t.l}"il Pirs

~ ~ -
21 23

a T h;\,J 3§
“d i !

4 *: i Bi. :
1 ] -1 n
J : : SR

i 1
! I
z-1 z1
E“{tf FON
(b) ke

Direct form ll-Realization Network

Q. 7. What is multirate signal processing? Explain the up sampling in detail with necessary
derivations.

Ans, Multirate Signal Processing : Multirate digital signal processing is required in digital systems
where more than one sampling rate is required. For example, in digital audio, the different sampling rates used
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arg 32 kHz for broadeasting, 44.1 klz for compact disc and 48 kHz for audio As, a matter of fact,
different sampling rates can be obtained using up-sampler and down-sampler. The basic operations
multirate processing to achieve this are decimation and interpolation. Decimation is used for reduc’ . the
sampling rate and interpolation is used for increasing the sampling rate. Also, in digital transmissic « systems
like teletype, facsimile, low bit rate speech where data has to be handled in different rates, mult ate signa:
processing is used. There are various areas in which multirate signal processing is used, few are

(i) Speech and audio processing system (i) Antenna system

(i1i) Communication system {iv) Radar system
Application of MDSP :
(i} Sub band coding (ii) Voice privacy using analog phone lines,

{11i) Signal compression by sub sampling.

Up Sampling : The process of increasing the sampling rate by an integer factor (I) is called
interpolation of the sampling rate. It is also called up-sampling by factor (1). Now figure (a), shows the block
diagram of the interpolator. The interpolator comprises of two blocks such as up-sampler and interpolation
filter. Here, up sampler is used to increase the sampling rate by the integer (I) and the interpolation.filter
removes the unwanted images that are yielded by up sampling.

The unwanted images are removed by using low pass filter (LPF), H( z )called the interpolation filter.
The process of the sampling rate conversion in the digital-domain may by viewed as a linear filtering

operation, as shown in figure (b) ,
Up-sampling signal

X,(n)
Input
signal 4 - : Qutput
Up _| Interpolation -
X(n) *| sampler | filter " 5}?::?*
(Fy) y
(a)

Block diagram of a Interpolator

The input signal x(n) s characterised by sampling rates F =-£— and the output signal y{m) is

5

characterised by the sampling rate F, = Tl Where T; and T',, are corresponding sampling intervals.
)
Input QOutput
signal , signal
Linear
) ——  Fiterpfmny ¥
Sampling Sampling
rate

[t A (1)

y
Block diagram of Linear Filter
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Fy _ Sampling frequency of output signal
F;,  Sampling frequency of input signal

D Prime integer (D)
Here, { is the integer factor by which interpolation of sampling rate is carried out and the D is the integer
factor by which decimation of the sampling rate is carried out. However, for the case of the ratio, ng both [ and

D must be prime integer.

Q. B. Write short notes on the following : 10

(1) Applications of Z-transform (b} Digital filter banks

(¢} Super position principles and linearity

Ans. (a) Applications of Z-transform :

(1) Causality of discrete-time LTI system

(ii) Stability of discrete-time LTI system

(iii) Characterization of discrete-time LTI systems by linear constant-coefficient difference equations.

(iv) Determination of poles and zeros of a rational Z-transform.

(v) System behaviour related to the system function of a discrete-time LTI system.

(i) Causality of Discrete-time LTI System : The condition for causality of a discrete-time LTI system
15 that the impulse response of a casual discrete-time LTI system is

h{n)=0for n<0

A discrete time LTI system which has a rational transfer function H( z ywill be causal if and only if :

{a) The ROC is the exterior of a circle outside the outermost pole.

{b) H{z)expressed as a ratio of polynomials in z, the order of the numerator should be smaller than
order of denominator. )

{ii) Stability Criteria for a Discrete-time LTI Systems : The stability of a discrete-time LTI system is
equivalent to its impulse response h(n ) being absolutely summable, ie.,

o
S= ¥ |h{k)<mo
k=—at

A discrete-time LTI system is stable if and only if the ROC of its transfer function H{ z) includes the
unit circle [z[=1

(iif) Determination of Poles and Zero of Rational Z-transform : Ranonal transfer function is a ratio
of two polynomials of z i.e, X(z)= g—z% The zeros of a z-transform X (z) are the values of z for which

I

X(z)=0 The poles-of a z-transform X (z ) are the values of z for which X (z)=2. We can represent X'(z)
graphically by pole-zero plot in the complete z-plane.

{b) Digital Filter Bank : Filter banks are of two types, analysis filter bank and synthesis filter bank.

(i} Analysis Filter Bank : The M-channe] analysis filter bank is shown in figure (a). It contains of M
subfilters. The individual subfilter H i ( z ) is known as analysis filter. All the subfilters are equally special in
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tiequency and each have the same bandwidth, The spectrum of the input signal X (e’ ) lies in the range
O<w=mn The filter bank splits the signal into number of sub bands each having a bandwidth Hu The filter

Hy(z)is lowpass. H| (z)to H yy_4 (z) arebandpass and H y_ (z)is highpass. As the spectrum of the signal
is band limited to E‘:- the sampling rate can be reduced by a factor M. The down sampling moves all the

subband signals into the base band ﬂimiﬁ.

x(z) :! HE{Z} ' > “M .—-—pUu{Z]

e L e ET S
" TN e

L Ut

Analysis Filter Bank

(iii) Synthe;eis Filter Bank : The M-channel synthesis filter bank is dual of M-channel analysis filter
bank. In this case eachl/,, (z)is feel to an up sampler. The up sampling process produces the signall/, ( z - 3
These signals are apglied to filters G ¢ (z )and finally added to get the output signal X(z ). The filter Gy (z)to0
Gy (z) have the same characteristics as the analysis filters Hy(z)to H yr_1(2)

(c) Super Position Principles and Linearity : A linear system is one that satisfies the superposition
principle. The principle of superposition requires that the response of the system to a weighted sum of signals
be equal to the corresponding weighted sum of the responses (outputs) of the system to each of the individual
input signals. A system is linear if any only if.

Mayxy(n)+azxy(n)]=aTx)(n)]+a;Txz(n)] e (1)

For any arbitrary input sequences x; (n)and x; (n), and any arbitrary constants a; and a5. Figure (a)
gives a pictorial illustration of the superposition principle. The superposition principle embodied in the
relation (i) can be separated in two parts. First, suppose that a; =( then equation (i) reduces to

Mayxy(n)]=aTIx; (n)] =a) yy(n)

Where, yi(n)=Tx)(n)]

This demonstrates the scaling property of linear system.

Suppose, that a; =a3 = |(put in equation (i}) then,

Mxy(m)+xa(n)]=TTx) (n))+ Mxy(n})
= yyin)+ yaln)
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x4(n) .

8y

yin)

Xn) &

%4(n)

Kz'["}

Fig. (a) Superposition Principle

This demonstrates the additive property of a linear system. So, any system which satisfy superposition
principle is called a linear system. Hence, all linear systems posses the property of superposition. If a relaxed
system does not satisfy the superposition principle as given by the definition abowve, it is called non-linear.
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