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B.E.
Fourth Semester Examination, Dec-2009
MULTIMEDIA TECHNOLOGIES(MT)

Beforeanswering the question, candidates should ensurethat they have been supplied the correct
and compl ete question paper. No complaintin thisregard, will heentertainment after examination.

Note: Attempt any fivequestions. All questionscarry equal marks.

Q.. What ismultimedia? Give various dassficationsof multimedia. Decribe various multimedia
applicationsin detail.

Ans. Multimediaisany combination of text, graphic art, sound, animation, and video ddivered to you
by computer or other € ectric means. When you weave together the sensua e ements of multimedia-dazzling
pictures and animations, engaging sounds, compelling video clips, and raw textua inf. you can dectrify the
thought and action centres of people's minds. When you give them interactive control of the process, they
tun be enhanted. Multimediaexcites eyes, ears, fingertips and most importantly the heads.

Classification:

Multimediaiis, woven combinations of text, graphic art, sound, animation and video eements. When
you dlow an end usr the viewer of a multimedia project to control. What and when the dements are
ddivered, it is interactive multimedia. When you provide a structure of linked e ements through which the
user can navigate, interactive multimedia becomes hypermedia

The people who weave multimediainto meaningful tapestriesare multimediadevel opers.

The sw vehicle, the messages, and the content presented on a computer or television screen together
conditute amultimediaproject. If the project will be shipped or sold to consumers or end users, typicaly in
abox or deave or ontheinterngt, with or without ingtructions, itisamultimediatitle. Your project may dsobe a
page or Ste on the world Sdeweb, where you can weave the d ements of multimediainto HTML or DHTML
documents and use plug-ins to display our multimediawork using a browser gpplication such as Internet
Explorer or Netscgpe Navigator.

A multimedia project need n't be interactive to be called multimedia, userscan Sit back and watch it just
as they do a movie or the television. In such case aproject is linear, starting at a beginning and running
through to an end. When users are given navigaiona control and can wander through the content at will
multimedia becomes non-linear and interactive, and is a powerful persond gateway to information.

/
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Applications:
1. Entertainment: Growing interacting and group participation:

The use of interactive mediafor entertainment is no new phenomenon, yet the scal e and sophidtication of
games and movies will dramaticaly advancein three stages. Firgt, the amount of proiramming availableto
audiences will incresse in a drive to video-on-demand services, second, theuse of tne tdevison
fadlitiesfor V ideo-on-demand will makeit possibleto incorporate will movefrom ahighly controlled audience
mode to open-ended group collaboration and teaming, from many-to-many to many.

Video on Demand

Interactive Cinema

Collaborative Computer-Supported Games
2. Home Shopping:

Home shopping is currently a2 $ billion industry. It offers greater convenience. In another type of home
shopping, touchscreens kiosks have entered the business of resdentia red estate sales. Developed by a
company in Denmark, Home-vision allows buyersto interactively browse aphoto database of homes, seeing
dff. views and the rooms of the property.

crucid advantage of multimediatechnology aiisthe shift to avisudly oriented interface. The Home-
vido.. sygemis oneilludration of this.

Multimedia Communications for Healthcare:

i arecent multi year Media Broadband Services (MBS) study involving four Bogten-areahospitals, the
regiond Bl Operaing Sysem NYNEX provided broadband interconnectionsto field test the benefits of
high-bandwidth communications. NYNEX and the hospitad s a so collaborated on devel oping application sw
needed for medicd specidiststo perform workstation based video conferencing and imege retrievd.

4. Geographical Information Systems:

The'managament of facilities such asbuilding, roads, power lines, andrailroad tracksisa prablam that
concerns government offices utilities, and many industries. Specialy designed computer database managament
sysems called geographic information sysem (GIS) are available to provide on-line support for these types
of operdtions. Such sysems typically offer a sorage modd for spatiadly organized data so that queries
basad on area or location can be quickly answered.

5. Education:;

Multimediais now plays animportant rolein education. The projectors with computer makes student to
eadly underdand the things. Multimedia is also efficient for a teacher to teach to a large no. of students
effectively.
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6. Multimedia Communications:
An Enabling Technology for concurrent engineering and manufacturing :

Engineering and manufacturing groupsrely increasingly on CAD and CAM s/w to design; manufacture
and maintain their products. Together with technical publishing s/'w, thesetools per mit design specifications
and technical documentation to be created and accessed on-line. The second enabling role of multimedia
technology is to supplement these existing tools with a richer inf. processing environment.

7. Thelmpact of Ubiquitous Multimedia Ser vices:

There is an impressive range of applications of multimedia technology, some of which may not have
been conceived of yet. Independently, each one offers testimony to the potential benefits of multimedia
systems.

Q. 2. (a) Why is n't it always best to use the highest sampling rate and highest resolution when
recording should files? Justify.

Ans> Preparing digital audioisfairly sraight forward if you have analog sour ce materials music or sound
effects that you have recorded on analog media such as cassette tapes the first step isto digitize the analog
material by recording it onto computer readable digital media. We want to focus on two crucial aspects of
preparing digital audio files.

1. Balancingthe need for sound quality against your available RAM and hard disc resour ces.
2. Setting proper recording levelsto get a good, clean recording.

The three sampling frequencies most often used in multimediaare co-quality 44.1 kHz, 22.05 kHz, and
11.025 kHz. Sample sizesaredther 8 bitsor 16 bits. Thelarger the sample size, thebetter thedata describesthe
recorded sound for 8 bit sample size provides 256 equal unitsto describe the dynamic range of amplitude.

Sampling at higher rates more accurately capturesthe high frequency content of our sound.

Audio resolution deter minesthe accuracy with which a sound can be digitized. Using morebitsfor the
sample sizeyieldsarecordingthat soundsmorelike itsoriginal.

Sampling rate.is measured in kHz, or thousand samples per second, so to convert for kHz to a whole
number, you must multiply by 6000. Resolution ismeasured in bits per sample. Sincethere are8 bitsin a byte,
we have to divide the bit resolution by 8.

Q. 2. (b) What arethemain advantages of digital system over analog systems? Describe encoding and
guantization in detail.

Ans. Accurate, high quality sound reproduction is possible-with both analog and digital systems.
Excellent, expensive anal og systems may outperform digital syssemsand vice ver sa. One of the mogt limiting
aspects of analogy technology is the senditivity of analog media to minor physical degradation, however,
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when the degradaion is more pronounced.

The principle advantage that digital sysems have are very uniform source fiddlity, in expendve media
duplication costs, and direct use of the digitd 'signal’ in today's popular portable storage and playback
devices. Andog recordings by comparison requires comparatively bulky, high-quality playback equipment
to capturethe signd from the media as accurately asdigital.

Encoding and Quanti zation:

In computer technology encoding is the process of putting a sequence of characters into a pecid
formet for trangmission or storage purposes. The term used to reference to the processes of andogto-digital
converson and can be used in the context of any type of datasuch astext, image, audio, video or multimedia

Quantization is a process in which the continuous range of values of an analog signd is sampled and
divided into non-overlgpping subranges, and are discrete, unique vaues is assgned to each subrange. An
goplication of quantization isitsusein pulse-code modulation. If the sampled signd vauefdlswithin agiven

subrange, the sample is assigned the corresponding discrete vaue for purposes of modulation and
transmission.

Q. 3. (a) Explain how authoring tools and presentation tools hdpsin making multimedia proj ects?
Ans. Authoring Sw provides an integrated environment for binding together the content and functions
of our prgject. Authoring sysemstypicaly indudethe ability to create, edit and import specific types of data,
assemble raw data into a playback sequence or cut sheet, and provide a structured method or language for
responding to user input. With multimediaauthoring s'w, we can make
(i)  Video productions
(i)  Animations
(i) Games
(iv) Interactive web Sites
(v) Demodisksand guided tours

(vi) Presentations
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The various Authoring tools for this are :
1 Card-or-page based tools
2. Icon-based, event-driven tools
3. Time-based and presentation tools

Presentation tools was originally devel oped to computerize the creation and delivery of presentationsto
audiences and conferences as printed output that could be distributed on paper on shown on large screens
by overhead projector, or digitally produced as 35 mm colour slides. As direct connections from computer
monitor outputs to projectors became commonplace, these same tools became useful for live computer-driven
presentations with or without printed handouts.

Presentation sw might, indeed by considered multimedia authoring s/w, because the publishers of
these tools have made their products multimedia capable. On the other hand, the features of dedicated
presentation s'w are being incorporated into the three core office products word processor, spread sheet and

database.
Q. 3. (b) What isDVI technology.

Ans. DVI Technology:

DVI also known as "Indeo", is a proprietary, programmable compression/decompression technology
based on the Intel 1750 chipset. This hardware consists of two VLSl (Very Large Scale Integrated) chips
separate the image processing and display functions. Two levels of compression and decompression are
provided by DV I: Production Level Video (PLV) and Real TimeVideo (RTV). PLV isaproprietary asymmetrical
compression technique for encoding full-motion colour video, it requires that compression be performed by
Intel as its facilitiesor at licensed encoding facilities set up by Intel. RTV providesimage quality compression
to prime rate JPEG and uses a symmetrical, variable rate compression. PLV and RTV both uses variable rate
compression.

DVI algorithms can compressvideo images at ratiosbetween 80:1 and 160:1. DVI will play back video
in full-frame size and in full colour at 30 frames per second, whereas JPEG provides only an acceptable image
in a small picture window on the computer screen.

Q. 4. (a) What isthediffer ence between lossy and losslessCompression? What ar etheadvantagesand
disadvantages of each?

Ans. Lossy and Loss Less Compression Schemes:

Compression is either lossy or loss less. Lossy schemes ignore picture information the viewer may not
miss, but that means the picture information is in fact lost even after decompression. And as more and more
information is removed during compression, image quality decreases. Loss less schemes preserve the original
data precisely an important consideration in medical imaging, for example. The compression ratio typically
affects picture quality because, usually, the higher the compression ratio, the lower the quality of the
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decompressed image.

Q. 4. (b) What isanimation? Discuss variousanimation techniques.

Ans. Animation:

Animation adds visual impact to our multimedia projects and web pages. Many multimedia applications
for both macintosh and windows provide animation tools. Animation is an object actually moving across or
into or out of the screen, a spinning globe of our earth, a car driving along a line art highway.

Animation is possible because of a biological phenomenon known as persistence of vison and a
physchological phenomenon called phi. An object seen by the human eye chemically mapped on the eye's
retina lor a brief time after viewing. *>

Animation Techniques:

When you create an animation, organize its execution into a series of logical steps. First, gather up in
your mind al the activities your wish to providein the animation, if it is complicated, you may wish to create
awritten script with alist of activities and required objects. Then choose the best animation tool.

Cdt Animation:

The term cell drives from the clean celluloid sheetsthat were used for drawing each frame, which have
been replaced today by acetate or plastic cell animation artwork beginswith key frames The series of frames
in between the key frames are drawn in a process called tweening.

Computer Animation:

Computer animation programstypically employ the samelogic and procedural conceptsascell animation,
using layer, keyframe and tweening techniques, a even borrowing from the vocabulary of classic animators.

Kinematics:

Kinematicsis the study of the movement and motion of Sructuresthat havejoints.

Mor phing:

Morphing is a popular effect in which one image transormsinto another. M orphing applications and

other modellingtoolsthat offers effect can trangtion not only between still images but often between moving
imagesaswell.
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Q. 5. Discuss JPEG standard for image compression with its DOT encoding and Quantization, Predictive
lossless coding and its performance.

Ans. JPEG Image Compression Standard:

It isjoint photographic expert group. The objectiveof thisare:

i. To be & or near the date of the art for degree of compresson versus image qudity.

2. To be parameterizable S0 that the user can sdlect the desired compression versus qudity trade off.

3 To be applicable to practicaly any kind of source image, without regard to dimensions, image
content and aspect ratio etc

4 To have computationa requirements that are reasonable for both w or sw implementation.
5. To support from diff. modes of operation :

(i) Sequentid encoding, where each image component is encoded in the same order that it was
scanned.

(i) Progressve encoding, where eech image in encoded in multiple passes so that a coarse image is
presented rapidly, followed by repested images showing greeter and greater detail.

(i) Losdess encoding : Where the encoding guarantees exact reproduction of al the data in me
ourceimage.

(iv) Hierarchicd encoding, where theimage is encoded a multiple resolutions.
OCT Encoding and Quantization:

Thei;;iipui of the DCT encoder is shown in fig. asa 2-D array with the DC coefficient in the upper left
cormer and the AC coefficients arranged with increesing gpatid frequency horizontally and verticaly. These
component are quantized acc. to a 64 entry tabic, which must be specified to the encoder by the application.
The gnantization table has 8 hits per entry and pecificsthe step size of quantizing for each DCT coefficient.
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After quantization, the DC codfficient istreated differently from the AC coefficients. Because these is
usudly a strong correlation between coefficients of adjacent 8 * 8 blocks, the DC coefficentsis encoded as
the difference from the previous block in the encoding sequence.

In order to creste a bitstream where coefficientsthat are more likely to be non-zero (low-frequency ones)
arc placed before coefficientsthat are by fig. (b) isused to read the coefficientsinto die bitstream. The result
isthat dl the zero-val ue coefficientstend to be togedier at the end of the block and can be tranamitted with
vay few bits usng asimple rurviength code.

Predictive Losdess Coding:

The losdess compression option, doesn't use DCT. Ingtead, asmple predictor is used, but theseisa
choice of seven different kinds of prediction available. The different predictor choices specifies how many
and which adjacent pixelsare used to predict the next pixd. The statistica coding in dielosdessmode can use
ether of thetwo methods specified for the DC modes, and issimilar So whét is specified for die DC coefficient
of the DCT modes.

The losdess compression wilt work with source images having from 2 to 16 bpp, and typically ddliver
around 2 : 1 compression for photographic colour image.

Performance:

Compresson performance s best spedified by relating image quality to bits per pixel in the compression
data stream. This relationship depends to some degree on the characteristics of the source image-some
images are harder to compress successfully men others, with this in mind, here are some figures for typical
"source image’:
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0.025-0.5 bpp : moderate to good qudity sufficient for some applications.

0.5-0.75 bpp: good to very good qudlity, sufficient for many applications.

0.75-1.5 bpp: excdlent quality, aufficdent for most applications.

1520 bpp: undiginguishable from the origina, sufficient for the most demanding applications.

Q. 6. (a) What arethekey parametersto be consdered for evaluating a compresson sysem? Discuss
various video techniques.

Ans. Image compression dgorithmsare critica to the ddivery of motion video and audio on both the
macintosh and PC platforms .without compression, theseis Smply not enough bandwidth on the macintosh or
PC to trandfer the massive amounts of datainvolved in displaying anew screen image every 1/30 of asecond.

To understand compression, consider three basic concepts :

|.Compression Ratio:

The compresson ratio represents the Sze of the origind image divided by the size of the compressed
imege that is, how much the data is actualy compressed. Some compresson schemesyield ratio that are
dependent on the image content : a busy image of a fidd of multicoloured tulips may yidd a very smdl
compression ratio, and an image of b/w ocean and sky mog yield a very high compression ratio video
compressiontypicaly manages only the part of an image that changes from image to image.

2. Image Quality:

Compression is either lossy is losdess lossy schemes ignore picture inf. tne viewer may not miss, but
that meansthe pictureint. isin fact log-even after decompression losdess schemes pressure the origind data
precisdy an important condderation in medicd imaging, for example, the compression ratio typicaly affects
picture qudity because, usudly, the higher thie compression ratio, the lower the quality of decompressed
imege

.3. Compresson/Decompresson Speed:

We will prefer a fast compression time while developing our project users, on the other hand, will
appreciateafag decompresson time to increase display performances.

Vaiousvideotechniques are :

I.MPEG:

TheM PEG gandard has been developed by the Moving Ficture Experts Group, aworking group convened
by the International Standards Organization (1SO) and the Internationa Electro-Technica Commisson (IEC).



Downloaded from http://studentsuvidha.in and http://studentsuvidha.in/forum

2.DVI/NVideo:

DV1 is a proprietary, programmable compresson/decompression technology based on the Intel i750
chip set. This hardware consists of two VLSIC (Very Large Scale Integrated) chips to separate the image
processing and display function.

Q. 6. (b) What isanimation? Discusstheprinciplesof animation.
Ans. Animation:

Animation addsvisual impact to aremultimedia proj ectsand web pages. Many multimedia applications
for both macintosh and Windows provide animation tools, but we should first undersand the principles of
how the eye inter pretsthe changes its sees as motion animation is an obj ect actually moving acrossor into or
out of the screen, a spinning globe of our earth, a car driving alonea line-art highway.

Principlesof Animation:

Animation is possible because of a biological phenomenon known as persistence of vision and a
psychological phenomenon called phi. An object seen by the human eye remains chemically mapped on the
eye'sretinafor a brief time after viewing combined with the human mind's need to conceptually completea
perceived action, thismakesit possiblefor a series of imagesthat are changed very dightly and very rapidly,
one after the other, to seemingly blend together into a visual illusion of movement. Television video 30 entire
frames or pictures every second, the speed with which each frameis replaced by the next one makes the
images appear to blend smoothly into movement. On some projector each frameis shown 3 timesbefore the
pull-down claw moves to the next farme, for atotal of 72 flickers per second, which helpsto eiminate the
flicker effect, the more interruptions per second, the more continuous the beam of light appears Quickly
changing the viewed image isthe principleof an animatic, a flip-book, or a zoetr ope. To makean object trave
across the screen while it changes its shape, just change the shape and also move or trandate it a few pixels
for each frame. Then, when you play he frames back at a faser speed, the changes blend together and you
have motion and animation.

Q.7.(a) What doyou mean by Virtual reality? Discussitsar easof application.
Ans. Virtual Reality:

V irtual reality requiresterrific computing hor sepower toberealistic. In VR our cyber spaceismadeup of
many thousands of geometric objects plotted in three dimensional space, the more objects and the more
points that describe the objects, the higher the resolution and the morerealistic our view.

On theworld wide web, gandardsfor transmitting virtual reality worldsor " scenes' in VRML (Virtual
Reality M odelling Language) documents have been developed Intel and siw maker s such as macromedia and
Adobe have announced support for new 3-D technologies.

VR isan extension of multimediait usesthe basic multimedia d ements of imaginary, sound and animation.
Because it requiresinstrumented feedback from awired-up person, VR isperhaps interactive multimedia at its
fullest extension.
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The VR nave produced sysems that dlows a user to interact with a smulated 3-D environment using
computer systems that sense the user's position via cameras, body hacking devices. 3-D moddling sw, the
authoring system for these environments, dlows a deveoper to create the behaviour rules for the naturd
envi-onmen.

Specidized public game arcades have been built recently to offer VR combat and flying experiencesibr

aprice.

Q. 7. (b) What areintdligent VR software sysems? Discust the requirements of visually coupled
systems.

Ans. Virtud redity systems are designed to produce in the participant the cognitive effects of feding
immersed in the environment crested by a computer using sensory inputs such asvision, hearing, feding and
sensdtion. A vaiety of body movement tracking devices are used to return feedback from the user to the
computer The feedback may be to the perceptions of the current scene or the participant movement of after

the direction and progress of the scenewe will give here key design issuesthat devel opers mugt consder why
they dedgn virtud redity sysems :

1. Color, Brightness Shading
2. Object Recognition

3. Navigation

4.  Mation Processing

5. Depth Perception

6. Log

7.  Visd Hfeds

Virtud redity is created by combining a number of components induding sound and graphics, into
sound and visud effects. Other inputs can include the sensation of heat, surface texture, pain and changesin
pressure.

Visud effects are created by combining video clips, graphics, and light effects. Visud effects crestea
sense of redism by giving the perception of redlity through a synthesis of synchronized sound and image. A
red chalengein recresting computer-generated visud effectsistiming. Thetiming for synchronizing multiple
sound inputs with video clipsis crucid for the visud efect to have ared impact.

Q. 8. Writeshort noteson':

(@  Videoondemand

O MFEG
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Ans. (a) Video On Demand:

The firg stage is developing as an effort by the cable television industry, the telephone industry, and
broadcasts to provide greater flexibility in what programming it shown when. The video on demand model
takes advantages of some form of two-way communication between the home and the video source, which
could be a low-bandwidth back channel on a CATV path or aphone line with sufficient bandwidth to carry a
compressed video signal. The home may be furnished with alow-cost box, which accepts signal s from a hand-
held control and which transmitsthe appropriate status to the video control centre. The viewer usesthe hand-
held control to navigate a selection menu and choose a program shortly after the selection is made, the
program begins playing. During the course of the movie the viewer is able to pause, reposition and use other
VCR-like controls.

Video-on-demand is an anticipated next generation service to be offered by cable television and other
telecommunication vendors. Subscribers access aremote video-on-demand server through a menu interface
controlled by a hand-held device. The server stress alarge number of digital compressed videos, which can
be transmitted to a subscriber on request. The server is designed to act as a remote VCR player for each
subscriber.

Ans. (b) MPEG Motion Video Compression Standard:

As within the JPEG standard, the MPEG standard [4] is intended to be generic, meaning that it will
support the needs of many applications. As such, it can be considered as a motion video compression toolkit,
from which a user selects the particular featuresthat best suit his application. The specific objective are :

1. The standard will deliver acceptable video quality at compressed data rates between 1.0 and 15
mbps.

2. It will support either symmetric or asymmetric compress/decompressapplications.

3. When compression takes it into account, random access playback is possible to any specified
degree.

4. Similarly, when compression takes it into account, fast-forward, fast-reverse, or normal-reverse
playbnek modes can be made available in addition to normal playback.

5. Audio V uko synchronization will be maintained.

6. When it is required, compression-decompression delay can be controlled.

7 | ditability should be available when required by the application.

8. The processing requirements should not preclude the development of low-cost chipset which are
capable of encodinginreal time.



