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B.E.
Sixth Semester Examination, December-
2007
Intelligent Systems (CSE-304-
E)

Mote | Attempl any live guestions,

.1, (a) To which generation of programming languages LISP and prolog belong ? Also discuss
the causes behind emergence of this peneration of PL. 1)

Ams, During the 19708 Proloe hecame popolar in Europe for artificial imelligence applications, Tn
the Uniled States, however, Prolog remained a relatively miner computer language. In the United States
rescarchers preferred the LISP languaee for artificial inefligence applications. LISP was considered o
more powerful lungeage for these applications. though it was more difficult to learn & use than Prolog,

During these carly vears both Prolog and LISP were very slow in exceution and consumed large
amouts of memory, In addition, users needed eonsiderable programming expertise to use a Prolog or
LISP program, Doctors, lowyers, engineers and others with the most eritical needs for expert systems
wrilten in these Banguaces found that the languages complexity imited the use of cxpert systems (o
eovironments such as universities, the federal government, and corparate rescarch departments, On a
mainlrame computer or microcompuler, you will find that Prolog often is the best lanpuage for any
apphcation that involves tormal or symbohe reasonine,

A most all banguagze s developed for the computer during the last few decades are known generically
an procedural Tanguaees. FORTRAN, COBOL, C, BASIC, dBASEN, and Pascal are all examples
procedural laneuaees, 1o use a procedural languages, an algorithm, or procedure, must first be defined 1o
solve the problem at hand. A program is then written using the procedural language 1o implement the
provcedure.

Procedural languages distingush between a program and the data it uses. The procedure and
control structure a program uscs are delined by @ programmer. The program manipulates the data
according o the defined procedure.

Prolog uses only data aboul ohjects and their relationships. Prolog also emphasizes symbolic
processing, LISP and Prolog are best known object orienied languages.

0. 1. (b) ¥Write a procedure in prolog to reverse a list. 5

Ans. Procedure in Prolog to Reverse a List : The reverse list predicate reverses the order of a list,
I format 1s

reverse list (Tnputlist, Outputhist)
reverse (Inpuwt list, | | Oueputlist),
reverse (] |, Inpothse, Tnpuilisi),
reverse ([Head - Tail |, List 1, Last 2) -
reverse (Tail, [Head @ List 1), List 2),

Here ds an example wang the reverse list predicate
Caal @ oroverse Dist ( [a. boeod) X )
x=d, e, R el
1 solution,



Downloaded from http://studentsuvidha.in and http://studentsuvidha.in/forum

0. L. ote) What do you mean by flat list and association list in the contect of LISP 5

Ans. Association List : An association list or simply a list is a list of pairs.

Avesoctation lists are a traditional implementation of dictionaries and environments, which map a
Eey toan assogiated value,

sldefine ndikeys values env)
feons{list keys values) envl)

BIND

Twnd o', 17 (N
tla 1))
w Adeline bBind-all (kevs values ens)
{uppend (map list keys values) eov )
BiND-Ad L
thind-all (a b )" (1.2 3) (})
f{A V(R 2)(C 3
Cpassac atifa D (b 2y (e )
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s fassoe ¢t (a1 b 2) (e 33N
{e 3)
FLAT LIST : We pet o Nattered form of a list if ignore all but the initial opening and final closing
Jgarenthesis in the written representiation ol Fst
= (Mt () (b B (¢ cc )
(o b be ¢ e
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.20 Explain with example

ii) Depth First Search

fii} Breadth First Search

Also give un example of 4 problem For which BFS would work better than DFS. Also give an
example of u problem for which DFS wauld work better than BFS. 20

Ans, (i) Depth First Search : Depth-first searches are performed by diving downward into a tree
as quickly ws possible. It does this by always gencrating a child node from the most reeently cxpanded
node, then generating that enild’s children and so on until a goal is found or some cut-off depth point d is
reached. TEagoal is not Tound when o leal node is reached or ot the cat off point, the program backiracks
tr the maost recently expanded node and generates another of its children, This process continues until a
ol is [ound or fatlure oceurs.

An Example of & Depth-first Search : An algorithm lor the depth first search is the same as that for
readih-fiest except in the ordering of the nedes placed on the gquene, Depth-first places the newly
penerated children a the head of the gueae so that they will be chosen frest

Depth-First Scarch :

(i) Place the starting node snd on the queue,

fin) 10 the guews is emply, retuen Bilure and siop,

Cieh I the Tiest element on the guene isa goal node g, return success and stop, Otherwise.

/
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Depth-first search of a tree

{1v) Remose and expand the first clement, and place the children at the front of the gueue.

() Retrun o step (i),

The depth-fiest scarch is preflerred over the breadih-lirst when the search tres is known to have 4
plentiful aumber of poals. Otherwise, depth-first may never find a solution, The depth cut off also
mtroduces some problems. 101 is set oo shallow, goals may be missed; if set too deep, extra computation
may be parlormued,

(i) Breadth First Search @ Breadih-first searches are performed by cxploring all nedes at a siven
depth before proceding 1o the next level This means that all immediate children of nodes are explored
lelore any of the children’s children are considered,

) Breadth-first Search of a tree

I has obvious edvantage of alwavs finding a minimal path leneth solution when one exists, However,
o great many nodes may need (o be explored before a solution is found., especially if the tree is very full,

An algorithm for the breadth-lirst search is quite simple, It uses a queue structure to hold all
wencrated but still unexplored nodes. The order in which nodes are placed on the queue lor removal and
ckploration determines the type of scarch,

Breadth-fiest Nearch

{1} Pluce the starting node 5 and on the quewe,

(iih IE the guewe is emply, return failure and stop.

P b the first element om the gueue is @ goal node ¢, return suecess and stop, otherwisce,

Liv ) Remove and expand the first clement tromhe queue and place all the children at the end ol the
ueue inany order,

(v} Hetorn 1o step (i),

The time complexity of the breadth-first search is O(b7). This can be scen by nuting that all nodes
up 1o the goal depth d are generated. Therefore, the number geperated is b + b + e + B
which is O(h”), The spave complexity is also O(b”) since all nodes at a given depth must be stored i
order 1 generate the nodes at the next depth that is, bY ™ ' node must be stored at depthd = 1 to
eencrate nodes at depth d, which gives space complesity of O(h). The use of both exponential time and
space 15 eoe of the main drawbacks of the breadih-first scarch,
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().3. What do you understand by forward reasoning and backward reasoning_? Explain with
¢xampies. A problem solving search can proceed either forward or backward. What factors determine
the choice of direction for 4 particelar problem ? k]

Ans, The objeet of @ search proceduore i< 1o diseover a path through a problem space from an initial
conliguration 1o a goal state, While PROLOG only searches from a goal state, there are actually twe
directions in which such a search could proceed -

o  Forward, [rom the start statcs

e  Backwurd, from the goal states

neason Forward from the Initial States : Begin building a tree of move sequences that might be
solutions by starting with the initial configuration (s) al the root of the tree, Generaie the next level of the
tree by finding all the rules whose lelt sides match the roo node and wsing thier rigit sides (o create the
new confipurations, Generate the next level by taking each node generated at the previous level and
applving to it all of the rules whose left sides match it Continue until 2 configuration that matches the goal
st 1s penerated,

Reason Backward from the Goal States : Begin building a tree of move scquences that might be
solutions by starting with the goal configurtiond{s) at the root of the tree. Generate the next level of the tree
by findine all the rules whose rght sides match the root node. These are all the rules tha, if only we could
apply them, would generate the state we want., Use the left sides of the rules o pencrate the node at this
sewond level ol ihe tree. Generate the next bvel of the tree by taking cach node at the prvious level and
finding all the rules whose right sides match il Then use the corresponding lef sides to generaie the new
nodes. Continue until o node that matches the initial state is penerated. This method of reasoning
buckwaed (rom the desired final state is often called goal-directed reasoning

Notee that the same rules ¢an be used both to reason forward Irom the initial state and o reason
backward from the goal state. To reason forward, the left sides are matched against the current state and
the right sides are used (o generate new nodes until the goal is reached. To reason backward the right sides
are matched against the current node and the left sides are used to generate new nodes representing new
poal states to be achicved.

S we lake an example of pick-and-place problem, how can we
astomalically gencrate a sequence of complaint motions ? One @ e
approach is to use the familiar problem-solving process of backward initial 4\
chaining. Our initial and poal states for peg-in-hole problem are state Sirong pre-image
represented as points in configuration space as shown in fig. ofgoal state

First, we compute the set of points in ¢-space from which we are
gugranteed o reach the goal state inoa single complaint motion, goal state
assuming 4 certain degree of uncertainty in initial position and
dircetion of movement & certain facts about relative Iniction. This set
of points is called the goal state’s strong pre-image. Now we use
hackwurd chaining to design a set of motions that is guaranteed to get us from the initisl state to some
point in the goal state’s strong pre-image. Recursively applying this procedure will eventually vield a sel
of motions that, while individually uncertain, combine 10 form a guarantced plan,
Q. 4. (a) What are the semantic nets ? Why they came into existence ? Explain. 10
/
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Ans. In a semantic net, information is represented as a set of nodes connected to cach other bya set
ol ahelled arcs, which represent relationships among the nodes A fragment ol o typical semantic net is

sinan an T,
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A semantic Network
Somantic nets were wsed was o lind relationship amonge objects by spreading actovanon out from

cach of two nodes and seeing where the activaiion met. This process is ealled intersection scarch.
Semuniic nels dare a natural way o renresent relitionship that would appear as grovnd instances of
brinary predicates wopredicate logic For example, some of the ares from ligure could be represented in
logic as
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A semantic hel Representing 2 Sentence

Thee or more place predicates can alse be converted Lo a binary form by ereating one new object
reprosenting the entire predicate statement and then introducing binary predicates to deseribe the
relatinnship to 1his now objeat of cach of the ongimal arguments. For example,

score (Cubs, Dodgers, 3-3)

This can be represented ina semantic net by creating a node to represent the specific game and
then rebsting cach of the there pieces of intormation it

4 (b) What do you understad by rules based deduction system ¥ Explain, 10

Ans. Deduction sysiem is accomplished through a sequence of deductive inference steps using
known facts. From the known facts, new [acts or relationship are logically derived. For example, we could

/
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fesrn deductiog thar Sue s the cousin of Bill, il we have knowledge of Suc and Bill's parcnts and rules tor
the cousin relationship. Deductive system usoally eeguires more inference than the other methods.

The mlvrence method used s, of course, a deductive vpe, which is a valid forme of in ference,

L), 5 Discuss the following :

i1y Baye's probabilistic interferences

(i} Dempster shafer theory

Also discuss role of these theories in Artificial Intelligence. 20

Ans. (1) Bayve's Probabilistic Interferences : An important goal for many problem-solvang systems s
tocobteot rvidence as the system gocs along and 1o modify its behoviowur on the basis of the evidence. To
paedel this Dehavivur, we need a statistic nflhu11r5r of evidence. Bayvesian statistics is such a theory. The
taundammental ootion of Bavesian statistics s that of conditivaal probability :

P(H.E

Fauad this expression as the probability of hypothesis H given that we have observed evidence E. To
compuie this, we need to take into aeeount the prior probability of H and the extent 1o which E provides
cvidonee ol Ho T do this, we need (o define a oniverse That contain an exhaostive, muatoally exclusive sei
ol H's among which we are trving o diseriminate. The, Lot

FiH, k)= The probubelity that hypotheses Hy s true goven evidepe B

FiE H,) = The probabiling than we will chscrve evidence E piven that hvpothesis §is true,

PiH p= The w praori probabidity thal hypothesis s true in the absence of any specific evidence.
I'hese prohabilites are called prior probahbilitics or prioes,
ko = The number ol possible hypotheses.
Boye's theorcm then stales tha
= u
PiH, F} = h,_P':_L_I-I'_]l_{!__I'}
3 P(EH). P(H,)
n=1
Lisimg Bave's theorem intrectuble Tor several reasons ;
o The knowledie acquisition problem is insurmountables; too many probabilitics have 1o be
prowided,

o The space that would be required to store all the probabilities is woo large,

o The time required Lo compule the probabilities is too large,

tiit Dempster Shater Theory @ Dempster-Shafer theory 1s an approach considers seis of
prapsibo e ad assiens o cach of them an intenal

[Behiel, Plausibility]

m which the dvgree of beliel must lie. Beliel (usually denoted by bell) measurees the stremeth of the
cardence b Pvour ol o set ol propositions. It renges from 0 (indicating oo evidence) w1 (denoting
certainiv).

Plausibilay (P1) i= defined 1o be

Pl{s) = 1 — Bel (—s)

Tt alses pamees Trorm O 1o 1 and measures the extent towhich evidence in favour of —s leaves room [or
Pulicl im = D pasrticulir, 30w hove certain evidenee in Gvour ol =s then Bel { =) will be | and PI{—=s) will
b 1), Thas tells us that the only possible value for Bel{s) 1s also (),

/
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().6. (1) What do you understand by planning 7 Discuss the components of planning. 12

Ans. The word *Planning’ releres (o the process of compuling several sieps of a problem-solving
procedure belore exveuting aﬁ}- of them. When we describe computer problem-solving behaviour, the
disttaction betwesn planning and doing fades a bit since rarcly can be compuier actually do much of
unvtbinge besides plan In solving the 8 puezbe, for example, it cannot actuates push any tiles around. So
when discussed the computer selution of the 8-puzsde problem, what we were really doing was oullining
the way the compuler might penerate o plan for solving i,

Components of 2 Planning System ;

u) Choosing Rules to Apply : The most widcely vsed 1echnique for selecting appropriate reles (o
apply is fiest 1o iselate a set of differences between the desired goal state and the clement state and then
tar icdentily those ruales that are refevant to reducing those differences. If several rules are found, a variety
al sther heuristic intormation can be explotted o choose among them, This technigue is based on the
muaens-cnds amslysis method,

ib) Applying Rules : Each rule simply specified the problem state that would result from its
apphication, However, we must be able to deal with rufes that speeify only a small part of the complete
problem state, There are many ways of doing this,

Detecting a Solution ; A planning system has suceceded in finding a solution to a problem when it
has found aseguence of operators that transforms the initial problem state into the goal siate. How will it
know whon this has been done 7 I simple problem-solving systems, this question is casily answered by a
stradehtforward match of the state descriplions.

One represcatational weehnigue has served as the basis Tor many of the planning svstems that have
Feen bailt. It as predicate logic, which is appealing because of the deductive mechanisms that it provides,

Detercting Dead Ends : As o plunning svstem is searching for a sequence of operators o solve a
particular problem, i must e able to deteet when it is exploring o path that can never lead to a solution,
The same reasomne mechonisms thit can be used e detect a solution-can oflen lor detecting a dead end,

I the scarch process is reasoming Forward Trom the initial state, it can prove any path that leads o
astute fromwhich the goal state cannot be reached. For example, suppose we have a fixed supply of paint ;
some white, some pink, and some red,

Kepairing an Almost Corcect Solution : The kinds of teehmigues we are discussing are often useful
tm sobvine neady decomposable problems, One good way of soulving such problems is to assume that they
are completely decompaosable, procecd to solve the subproblems separately, and then cheek that when
the subsolutions are combind, they do in el yicld a solation W the original probicni.

0. 6. (b} Write short note on genetic algorithms, 8

Ans. While neural network models are based on a computational “brain metaphor™ a number of
ather learning techniques make use of a metaphor based on evolution. In this work, learning occurs
through  selection process that begins with a large population of random programs. Learning algorithms
mspireed by evolution are called “eenetic alzorithms™,

Q. 7. (a) Define expert systems and explain their uses in various fields. 5

Ans. Expert System : Expert systems solve problems that are normally solved by human “experts™.
Tirsolve expert level problem, experts systems need access (0 a substantial domain knowledge base, which
s arilt as clficiently as possible.
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Expurt svstems are complex Al programs. Almost all the wechmigues that we deseribed in Parts |
and 11 have been exploned in @t least one expent system. However, the most widely uscd way of
representing domain knowledge in expert system is us 4 set of produciion rules, winch are vlien coupled
with a lrame svstem vhat delines the objects thad veour in the rules,

Al the rules we show are English versions of the actual rules that the sysiem usc.

RI (Sometimes also called XCOUN) is u program that configures DEC VAX systems. s ro' look
like this:

IF+ the most assenl active contest is deistributing mass bus devices, and

there s i sigtic-part disk drive that has not been assigned 1o o massbus, and

there are nounassigned dual-part disk drives, and the number of deviees that cach masshus should
suppert is kpown, amd

Lthere 15 a masshus that has been assigned at least one disk drive and that should support additional
disk drives,

and the type of cable needied 1o connect the dist drive 1o the previous deviee on the masshus is
known then assign the disk drive w the mass bus,

Motiee the RUs rules, unlike MYCIN's, contain no numeric measures of certainty,

PROSPECTOR is u program that provides advice on mineral exploration. 1s rules fook like this:

IV: magnetite or pyrite in disseminated or veinbel form is present.

then : (2, ~4) there is favourable mineralization and texture for the propylitic stape,

DESIGN ADVISOR is a system that critiques chip designs. Its rules look like

It : the sequential level count of ELEMENT is greater than 2, UNLESS the signal of ELEMENT is
reselable,

then ; critique Tor poor resclability,

DEFEAT : poor resclability of ELEMENT,

due to : sequential level count of ELEMENT greater than 2,

by : ELEMENT is dircetly reusable.

(. 7. {b) Discuss the steps involved in Nutural Language processing. 12
Ans. Steps Involved in Natural Language Processing : B
o  Marphological Analysis @ Individoal words are analyecd into their componeni, and non

word tokens, such as punctuation are separated Trom the words,

e Syntuctic Analysis @ Lincar sequences of words are transformed into structures that show
how the words relate to cach other. Some word sequences may be rejeeted if they violate the
language's rules for how words may be combined. For example, an English symactic
analyser would reject the sentence “Boy the go the to store,”

e  Semantic Analysis : The structures ereated by the svntactic analveer are ussipned meanings,
In other words, 3 mapping is made between the syntactic structures and objects in the task
domain, Structures lor which no such mapping is possible may be rejected. For example, in
mest universes, the sentence “colourless green ideas sleep furioushv® would be rejected as
semantically anomolous,

®  Discourse Integration : The meaning of an individual sentence may depend on the

sentences that precede, it and may influence the meanings of the sentences that follow it
]
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o  Pragmatic Analysis : The structures representing what was said s reinterpreted 1o
dutermins what was actually meant. For example, the sentence “Do you know what time it
i ? Should be interpreted as a request to be told the time.

(4. Discuss Tollowing : 0

() Newral Network (b} Explunation based Learning

Ans, () Neoral Network : The very Arst effort in machine learning tried 10 mimic animal learning
atanenrd level These effort were guite different from the symbolic manipulation methods, Collectinns
ul idealized newrons mere preseoted with stimulic and prodded into chunging their behaviowr via forms of
reward and punishment,

Hoplicld imroduced a newral network that he proposed as @ theory of memory. A Hoplicld
netwuork s the Tollowing fealures |

&  Distributed Representation : A memory is stored as g pattern of activation across a set of
processing clements, Furthermore, memorics can be superimposed on one another;
difleremt memories are represented by different patterns over the same set of processing
elemens

e  Distributed, Asynchronous Contral @ Each processing clement makes decision based only
o 1ts own local situation. All these local actions add vy 1o a global solution.

o  Content-Addressable Memory : A number of patterns can be stored in a network. To
retricve o pattern, we need only specify a portion of it, The network automatically finds the
closest malch,

e Fault Tolerunce : 1f o lew processing elements misbehave or fail completely, the network
will still Tunction properly,

The perception. an invention of Rosenblatt, was one of the carlicst neural network maodels. A
perception models a neuron by Laking o weighted sum of its inputs and sending the output |l the sum is
preater than some adjustable threshold value (otherwise i sends i),

(b} Explanation Based Lesrning @ Learning complex concepts using these procedures tvpically requires a
substantial number of training instances, But people seen 1o be able to learn quite a bit from single cxamples,

A number of inde pendent studies led to the characterization of this approach as explanation based
learning. An EBL sysiem attempls 1o learn from asingle example x by explaining why x is an example of
the Larpet concept. This explanation is then generalized, & the system’s performance is improved through
the wvinlehility of this knowledee

Mitchell ct al And Delony and Money hoth describe general frame works for EBL programs and
uive genvral learning algorithms. We can think of EBL programs as accepting the following as input ©

o A Training Example — What the learning program “sees” in the world,

e A Goal Conceplt — A high level description of whal the program is supposed wo learn,

o An Operationality Criterion — A description of which concepts are usuable.

* A Domain Theory —A set of rules that deseribe relitionships between objects and actions
in i demain,

From this, EBL computes a generalization of the training example that is sufficient to deseribe the

ol concept and dso satisfics the operationabity criterion.



