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B.E.
Sixth Semester Examination, May-2007
Intelligent Systems (CSE-304)

Note : Attempt any live questions.
Q. 1. (a) Discuss the leatures of *LISP" and ‘Prolog’ Programming Languages. To which
generation of Programming Languages these two Languages belong 7 10
Ans. During the 1970s Prolog became popular in Evrope for artificial intcllipence applications. In
the United State, however Prolog remained o relatively minor computer kanguapge. In the United S1ares
researchers preferred the LISP language for artificial intelligence applications. LISP wus considered o
maore powerlul language [or these applications, though it was more difficult to learn & use than Prolog,
During these carly vears both Prolog & LISP were very slow in execution & corsumed larpe
amounts of memory. In additiva, users needed considerable programming expertise to use a Prolog or
LISF program.
The nume Prodog was 1aken from the phrase “programming loeic”. The language was originally
developed in 1972 Alaire Colmerguer & B Roussel at the university of Marscilles in France.
Prolog uses only data aboui objeet & their relationships, Prolog also cmphasives symbaolic
processing. LISP and Prolog are the Best-known objeet oriented Tanpuages.
A prolog program is a collecion of data or facts & the relationships amone these facts. In other
wirds, the program is & database,
Prolog and LISP both arc object-oricnted languages. They wse heuristics functions to solve
probiems, Both are most efficient at formal reasoning,
€} 1. (h) Write the procedure in Prolog to coneatenate two lists, ]
Ans. One of Prolog's most powerful siruetures the list. Prolog's ability 1o use lisis in solving
problems in one of the linguage’s major advantages over lanpuages such as BASIC and FORTRAN,
which do not support list structures,
A list is an ordered sequence of terms. Lists terms can be variables. simple objects, compound
ubjects or other hists, A list can contain an unlimited pumber of terms,
Each list is set off in brackets, with the components of the st separated by commas, as fnllows :
Jalired, bill, frank, mary, susan, tom|
Procedure in Prolog to Concatenate Two Lists
Tor combine two lists, we can create an gppend predicate. s furmat s as Tollows
append (| ], List B, List B).
append (| X: List 1], List 2, [X : List 3]):—
append (List 1, List 2, Ligt 3 )
Example : Using the append predicate.
Guoal = append ([g, b, <], [d, €], 2}
x= [ B e, e

1 solution.
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). 1. (¢) What do you mean by a list in the context of LISP ? How it is represented in memory ? S

Ans. During the 19705 Prolog became popular in Europe lor artificial intelligence applications, In
the Unied State, Prolog remained a redatively minor computer language. Inthe United States rescarchers
prelerred the LTISP langoage {or artificial intelligence applications, LISP was considered a more powerful
langpape for these applications, though it wes more dillicult (o learn & use than Prolog,

During these carly years LISP were very slow in-exceution & consumed large amounts of memory,
In additon, wsers needed considerable programming expertise o use a LISP program,

(). 2. Discuss the searching technigue “Best First Search™ and “Breadth First Search” with
eaample. ¥hen would best first search be worse than sinmvple breadth fiest search ? 20

Ans. Breadth First Search ;

(1) Creale o variable called NODE-LIST and sct i to the mitial state,

{11} Uniil a goal state is found or NODE-LIST s empty do:

{#) Remove the first element from NODE-LIST and call it E.

If MODE-LIST was cmpty, quil.

{1} For cach way that cach rule can maich the state described in E do

(i} Apply the rule 19 gencrate a new state.

(i) If the new state is a goal state, quit and roton this state.

(i) Otherwise & the new state to the end of NODE-LIST,

Advantapes of Breath-First Search

(1} Breadth-fest search will not get trapped exploring o blind all,

(1) I there is a solution, then breadib: fiest scarch s guaranteed to fnd it Furthermore, il there are
multiple solutions, then a miaimal solution (Le., one that requires the minimum number of steps) will be
Found. This is guarantced by the Tact that longer paths are never explored until all shorter ones have
already been cxamined,

oy

Dne tevel of a Breadth-First Search Tree
(0,0}

_ Twn levels of a Breadth-First Search Tree
Best First Search : A method, besi-first scarch which is 9 way of combining the advanlages of hoth

dupth-first and breadth-first scarch into a single method.
Algorithm : Best-First Scarch
(i) Start with OPEN containing just the inithal state.
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(i) Until a poal is found or there are no nodes left on OPEN do

{a) Pick the best node on OPEN,

{b) Generate its successors.

{c) For cach successor do

(1) 17 it has not heen generated before, evaluate it add it to OPEN and record its parent.

(i) If it has been generated before, change the parent if this new path is better than the previous
one. In that case, update the cost of gerting to this node & Lo any successors that this node may already
havc.

Siep 1 Step 2 Step 3 Step 4

A

Blow [chis [B]m

o £

4] g (8 15} 14} &)

Best First Search

i) (1

In hesi-first scarch, one move is sclecied, bul the others are keptl around, so that they can he
revisited later if the selected puth becomes less promising.,

Q. 3. (¢)What do you understand by backward and forward reasoning ? Explain with examplhd2

Ans. The object of a search procedure is to discover a path through a prﬁhicm space [Tom an initial
conliguration to a goal state. While PROLOG only searches irom a goal state, There are actually two
dircctions in which such a search could procecd :

o  Forward, from the starct states.

- Backward, from the goal states.

Reason Forward from the Initial States : Begin building a tree of move sequences that might be
solutions by starting with the initial configurations at the root of the tree. Generate the next level of the
tree by finding all the rules whose left sides match the root node and using their right sides to create the
new configurations. Generate the next level by taking cach node penerated at the previous level &
applying to it all of the rules whose left sids match it. Continue until a configuration that matches the goal
state is generated.

Reason Backward from the Goal State : Begin building a tree of move sequences that might be
solutions by starting with the goal conligurations at the root of the tree. Generate the next level of the trec
by finding ali the rules whose right sides match the root node. These are all the rules that : if only we could

!
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apply them, weuld generaie the state we want, Use the left sidcs of the rules to generaie the nodes al this
sevond level of the tree. Generate the next level of the tree by taking cach node at the previous level and
finding ali the rules whose right sides match it. Then use the corresponding lolf <1 les 1o generate the new
nondes continue wietil 2 mode that matches, the iniiial state is gencrated. Thia method of reasoning
backward from the desired final state is often called goal-directed reasoning,

The production system model of the scarch process provides an casy way of viewing forwerd &
backward reasoning as symmelric processes.

Consider the problem of solving a particular insstance of the 8-puzzle.

Assume the arcas of the tray are numbered.

Square | empty and square 2 contains tile o -
Square 2 emply @nd squarc 1 contains tile n
Square 1 empty and square 4 contains tile n —»
Square 4 cmpty and square 1 conlains tile n
Square 2 emply and square 1 contains tile n -
Square 1 emply and sguare 2 contains tile n

0.2, (b) Ifa problem solving search program were to be written to solve each of the following types
of problems, determine whether the search should proceed forward or backward. Alse justify your
answesr

(a) Water jug problem i

(b) Fake coin problem, L

Ans. (a) A Water Jug Problem : You arc given two jugs, a 4-gallon one and a 3-gallon one. Neither
has any measuring markers on it. There is a pump that can be used to fill the jugs with water. How can you
get exactly 2 gallons of water into the 4-gullon jug ?

The state space for this problem can be described as the set of ordered pairs of integers (x, v), such
thatx = 0, 1,2,3ur 4 and y = 0, 1, 2 or 3; x represents the number of gallons of water in the 3-gallon jug
and y represents the quantity of water in the 3-gallon jug. The start state is (0, 0), the goal staic is (2 ,n) for
any value of n,

Current State New State
1, (X v)irx<4 = (41 Fill the 4-gallon jug
2 (x, y)ify=3 = (x,3) Fill the 3-gallon jug
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e

(x, y) if x>0

4. (x, y) il y=0
5 (x y)if x=0
6. (x y)ily=0

={(x—d.y)

= (xy—d)
= (0, ¥)
= (%0

Pour some water out of the 4-gallon jug

Pour some water out of the 3-gallon jug
Empty 4-gallon jug on the ground
Empty the 3 gallon jug on the ground

(x, %) =+ {4, y— (4 +x)) Pour water from the 3-gallon jug into the 4-gallon
fx+yzd4ky=0 jug until the 4-gallon jug is full
K (% v) =+ (x—(3-y),3) Pour water from the d-gallon jug into the 3-pallon
fx+y=z3&x=>0 jug until the 3-gallon jug is will
g, (xwy) - (x+y,0 Pour all the water from thes3-gallon jug into the
fx+y=d&y=>0 4-gallon jug
, (e - (0, x +y) Pour all the water from the d-gallon jug ino
1, fx+rys3i&kx=1 the3-gallon jug,
(0, 2) - (2,0) Four the 2 gallons from the 3-pallon jug into the
¥ 4-gallon jug.
12, (2, ¥%) = (0,y) Empty the 2 gallon is th 4-gallon jug on the ground
Production Rules for the water jug Problem
Gallons in the 44mllon jug  Gallon in the 3-Gallon jug Rule Applicd
0 ] —_— 2
0 3 Em— b
3 ] —_— 2
3 3 —_ 7
4 2 —_— 5or12
0 2 —_— 9 or 11
2 0

Solution Lo the water jug problem,

{h) Fake Coin Problem : You have a balance scale and 12 coins, which is counterfeil. The
counterfeit weigh less or more than the other coins, Can you determine the counter feit in 3 weighiing, 4
till il it s heavier or lighter ? .

Problem : For some given n> 1, there are {fn —~ 3)/2 coins, 1 of which is counterfeit. The
counterfeit weigh less or more than the other coins. Can you state on for hand n, weighting experiments
with a balance scale, with which you determine the counter [cit coins & till if it is heavier or lighter,

The Solutivn for 3 Coins : For n = 2 there are 3 coins, weighing are

1 against 2
1 against 3

Both of three can have three outcomes : fall 1o the left (1), fall to the right {r), or balance (b) the
fullowing rable gives the answer [or cach of these outcomes :
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Ontcomes Fake Coin I Solution for 12 Ceins
| | 1 tov hoavy ! n =3, wo roplace
1 b 2 o light | coing ' by eoing
| r (st possible) | e — 2,3~ 1 & 3¢
b | 3 1oo light |
b b no fake coin '
b r 3 100 heavy ; 123 against 456
r 1 fnot possible) | 123 against TH9
r h 2 wn heavy |
£ T I oo light !

Q. 4. (a) What are semantic Nets ? Construct partitioned semantic Net representation for the
following 12

{1} Every batter hit a ball

{it) Al the batters like the pitchoes

Ans. Semantic Nets : The main idea behind semantic nets 18 that the meaning of o concept comes,
from the ways in which it is connceted w other concepts, In a semantic net, information is represented as
a4 sel of nodes connected o cach other by a sor of b led ares, which represent relationship among the
nowde

(i) Every batter hit a ball : ¥y hatter (O —=3pyy s ball (v) A Bere | Siy)

hatal
[GS]) [batter] [hit] [ball]

'isa o fsa  |isa isaiSl |
[9 ,3\9_: -r[{]-* b !

J

Partitioned Semantic Nets
Node g stands for the assertion Nede 2is an instimee of the special class G5 of pencral statement
aboul the world,
(ii) All the batters like the pitches

batter] [Tkes ] '|'|||||:.h£.-§s"ml
[ 3 £

isa 158 1538
ad [ m) 5|

N
¥
(37,
L

Partitioned Semantic MNels

-
orm
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g has two ¥ links, onc pointing to d, which represents any baticr, and one pointing 1o m.
represcating any pitches,
). 4.{b) Consider the Following sentences :
i) John likes all kind of food.
{ii} Apples are fond
(i) Chicken is food
{iv) Anything any one eats and isn't killed by is food
(v} Bill eats peanuts and is still alive
{vi} Sue eats everything Bill eats.
Translate these sentences into formulas in predicate fogic. 8
Ans. (i) ¥ bikes (John, food (x) ) B
(i) Food {Apples)
(iii) lood {chicken) -
(i) W%, Wy eatsx, y) A alive (x) = food (y)
(v} cats (Bill, peanuts) A alive (Bill)
{v) Wx: eats (Bill, x) - eats (Sue, x)
(). 5. Discuss about following in brief ; 20

(a) Fuzzy logic

(b} Dempster-Shafer theory

{c) Non Monotic Reasoning

"fd} Htatisliratllramnin_g__

Ans. (a) Fuzzy logic : In the represcotation echniques, we have not modilicd the muthemancal
underpinnings provided by set theory and logic. We have augmented those ideas with additional
constructs nrovided by probability theory. In this, we take a different approach and bricfly consider whin
happens if we make fundamental changes Lo our idea of sel membership and correzponding changes 10
our dehnitions of lopical operations.

The motivation for [uery sets is provided by the need to represent such propositions as

John s very tall. 4
Mary s shghtly ili. s A——-
Spc and Linda are close friends.
Exceptions to the rule are nearly impossible. tall

Maost Frenchmen are not very tall, Viary tall

While traditional set theory defines set membership as a
boolean predicate, Tuzey set, theory allows us (o represent set,
membership as possibly distribution, such as shown in fig, for the o T
set of tall people and the sct of very rall people. fuzzy logic

(b) Dempster-Shafer Theory : There arc several techniques, all of which consider individual
propositions and assign (o cach of thems a point estimate (i.c., a single number) of the degree of belief that
is warranted given the evidence. But Dempster Shafer theory is new approach which considers sets of

L
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| ipositions and assigns to cach of them of interval | Beliel, Plausibility] in which ihe degree of beliel must
. Belicl measurcs the strength of the evidence in favour of set of propositions. It ranges from O 1o 1,
Plausibility (PI) is defined to be
Pl{S) = 1 - Bel (=5}
It also ranges from 0 1o 1 & measures the extent 1o which evidenee in favour of =5 leaves room for
belief in S, In certainty factors, there are three combination scenarios,
A

20 0r® ©

a (b) (c)

When we use Dumpslcr-ﬁl{-[m;:'r.:r theory, we do not need an explicit combining function for the
scenario in fig (b). Since we have thal capability already in our ability o assign a value of m to a set of
hypotheses. But we do need a mechanism for performing the combinations of scenarios (a) & (c).
Dempstee's rule of combination's serves both these functions, It allows us to combine any two beliel
functions.

Suppose we given two helief lunctions my and my Let X be the sct of subsets of (=) to which m)
assina o non-roro value and let Y be the correspondings sel for ma. We defing the combination my of
o #nd ms Lo be

Ex ny = zmX) . my(Y)
L=Zx ny =g m(X). my(Y)

{¢) Non-Monotic Reasoning : Non-monotic reasoning, in which the axioms and/or the rules of
inference are extended to make i possible 1o reason within
complets information, These systems prescrve however, the
property, that, el any given moment, a statement is cither
bulicved 1o be true, believed o be lalse or not believed to be
cither,

myls) =

Non-monotonic reasoning systems, are designed to he
able 1o solve problems in which all of these propertics may be
TssIng .

(1) How can the knowledge base be extended o allow

inferences to be made on the basis of Tack of knowlcdge as] Madels, WITs and
Ly Mon-mosoicnic
well us on the presence of it ? Reasening

{2) How can the knowledge base be updated property
when a new fact is added (o the system 7 ; ——
{3) How ean knowledge be wsed 1o help r::snle ]

conflicts when there are several inconsistent non-monolonic
inlerences that could be drawn 7




Downloaded from http://studentsuvidha.in and http://studentsuvidha.in/forum

Figure shows ane way of visualizing how non-monotonic reasoning works in all of them. The bos
labeled A corresponds to an uriginal set of wil's. The large cirele contains all the models oi A,

Non-monotonic Logic : One system that provides a basis for default reasoning s Non-monotonic
Lowic (NML), in which the language of first-order predicate logic is augmented with a modal operator M,
which can be read as “is consistent.” For example, the lormuls,

Wi,y Related (v A M Ger A Jong {5, v) —= Wil Defend (%, y)

(d) Statistical Reasoning : An important goai for many problem-solving svatems i to colica
evidence as the system goes along and to modify its b havioar on the basts of the evideace. To model this
behaviour, we necd a statistice] theory of eviderce Bayesiun statistics is such o theoey. The fundaneental
notion of Bayesian stadstics is that of conditional probaivlity

P (H/E)

The prohabidity of hypothesis H gren that cvidenec B, o compute this, we need Lo take into

account the prior probability of K and the exten (o which E provides evi lenge of H.
F(HI'E) = The probahility that hypothesis H, is true ghven evidenee E

P{E/Hi) = The probability that will obseeve evidence L given that hypothesis 1is true.

P (H;1 = the a priori probability that hypothesis i true in the absence of aay specifie 2oide s
These probabilities are called prior probabilitics or prioes. Bayes's theorem stides that

P(E/Hi) . P(H
P{HME}--_{ i

b 43 8 I8 o
fo. b

Statistical techniques, such as multvariate analvsis, peoede Lo bt s e T
expert-lovel systems. Statistical methods do nol orosude coone wuboe tpae B,

Therefore, it is difficult for them to explain ther doissons

Q. 6. (a) What do you understand by ptanning 7 Bsids s sienilTeapee, "

Ans. The word planning refers 1o the Doecses ol S ammuine sovorud 220 v 10 ey
procedure before executing any of them, W h.,n wi deseribe compater problene-sobang schavi e, o
distinction between planning and doing facts a bit since rarcly can the computer .I-.I!u.|.|i‘_. der gl o
anything besides plan. In solving the 8-puzele. Tor cxample, 3t cannot acteally push anv tiles seound, So
when we discussed the computer, Solution of the 8-paavle problem, what we wore ve iy doine wiss
outhining the waythe cumput{.r might generale a plun fm' sulving il. For problems such as the 8 pussde the
distinction between planning and doing it unimportan.

The process of planning a complete solution can proveed just aswould an e pt (e Gad = e
by actually trying particular actions. 1f o dead-cod path s dotected then o new one can e el
hackiracking to the last choice point. So, for example, in sobving the B-pusels, o computer could ook o
a sofution plan in the same way as a person whowaes sctually trving tosalve the problem by movinge il
a board. 1f solution steps in the real world cannot be ipnored or undone, though, planning becom. s
extremely important. Although real world steps may be irrevocable, computer simulation of thes: seps
is nol. S50 we can circumvent the constraints of the real world by looking for a complete solition na
simulated world in which backiracking is allowed. Alter we Tind & solution, we can execute i1 in the weal
world,
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There are different Planning Techniguoes @

1. Trinngle Tables : Provide a way of recording the goals that each operator is expected (o satisfy as
wiell as the poals that must be true or it to execute correctly, If something unexpected happens during the
execution of a plan. the table provides the information required 1o patch the plan,

2. Metaplanning ; A techoigue for reasoning not just aboat the problem being solved but all aboui
the planming process itselr,

3, Macro-operators : Allow a planner to build new operators that represent commonly used
sequance of operators,

4, Case-Based Planning . Re-uses old plans 1o make new ones.

(2 6. (b) What is Learning ? Explain. Also discuss various types of learnings. 14

Ans. One of the most often erilicisms of Al is that machines cannot be called inlelligent unti) they ac
able 1o do new things and do adapt to new situations, rather than simply doing as they are told to do.

According to Simaon, l2arning denotes

s Chamgres in the system that are adaptive in the sense that they enable the system to do the
same Lusk or tasks drawn [rom the same population more efficiently and more effectively the next time.

Learning coversa wide range of phenomena. AL one end of the spectrum is skill refinement. People
vt better ul many Lasks simply by practising. At the other end of the spectrum lics knowledge acquisition,

raowledee acquisition itsell includes many ditferent activities. Simple storing of computed
infornuition, or role learning, 1s the most basic learning activity.

Whoen computer stores a picee of dota, i s performing a rudimentary form of learning, In the case
of daita caching, we store computed values, S0 that we do not have to recompute them later. Caching has
been gsed in Al programs lo produre, Some surpri.l'.i.ng performynce imprrwumum.&. Such caching s
Kponen as rolye learnning.

Theee ure different Types of Learning ;

Winston's Learning Program : Winston describes o structural concept learning program, This
progo operated i simple blocks world domains, Tis poal was 1o construct representation of thy
delinitions of concepls inthe blocks domain. For example, it learned the concepts House, Tent and Arch
shown in fig. The figure also shows an example of 3 near miss for each coneepl. A near miss 15 an objeet
that 15 not are instence of the concept 1n question but that 15 very similar to such instances,

Version Spaces : Mitchell deseribes a approach 1o conceptl learning called version spaces, The goal
is the samae Lo produce o deseription that s consistent with all positive examples but no negative examples
in the training set.

Unsupervised Learning : What i a neural nctwork is given no feedback lor its outputs, not even
real-valued reinlorcement ? Can the network learn anything useful 7 The unintuitive answer is Yes, This
form ol learning is called unsupervised learning, Given a set of input data, the neiwork is allowed to play
with it totry to discover regularitics and relationships between the differem parts of the input,

Reinforcement Learning : What if we train our nétworks nol with punishment and reward instead 7
Ihis process is certainly sulficient to train animals 1o perform relaively interesting task 5, Barto discribes
a network which learns as follows @ (1) The network is presented with a sample input from the training sct,
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(1) The nopwork computes what it thinks should be the sample output, (1) The neework is supplicd with
it real valged judgment. (iv) The network adjusts its weights and the process repeals,

(. 7. Discuss aboul expert system and ocural network. Also contriast these two in terms of
knowledpe representation, knowledge acquisition and explanation. 20

Ans, Expert systems solve problems that are normally solved by human “experts”. To solve expert
level prohlems, expert systems aced aceess Lo a substantial domain knowledge base, which must e buil
as clficiently as possible. They also need 1o exploil one or more reasoning mechanismes o apply their
knowledee to the problems they are given, Then they necd o mechanism lor explaining, Whan they hing
done 1o the users who rely on them. The most widely veed way ofrepresenting domain knealediee in
cxpert svstems s as a set of production rules, which are ofien coupled with o frame svstem that defines the
objects that occur in The rules,

Newral Networks @ Rescarch in nedral networks came W virtoal halt in the 1970, howeser, when the
networks under study were shown 1o be very weak computationally, There are several reasons lor
mcluding the appearance of fasier digitad computer on which to simulate farger networks, the interest m
building massively parallel computers W and most important, Lthe discovery of new ncaral network
grchitectures and powerlul learning aloorthms,

Knowledge Representation : In order to solve the complex problems encountered a0 artificial
mtelhgence, one needs both o large amount of koowledge and some mechanisms Tor manipofatime tha
knowledge 1 ereate solutions to new problems.

LN ey Reasoning progrisms
Facts |4 Representation
English + Enalish
understanding [Engiish generation
Representalion

Mapping between Facts & Representation

{1} The knowledge level, at which facts {including cach agent’s behaviours and current goals) are
deseribed.

(it} The symbol level, at which representation of objects at the knowledge level are dilined in terms
of symbols that can be manipulated by programs.

Enowledge Acquisition : Knowledge acquisition systems exist, manv programs that interact with
devmain experts to extract expert knowledge efficiently, These programs provide support for the following
activitics :

(i) Entering knowledge

{ii) Maintaining knowledpe hase consistency

(iii) Ensuring knowledge base completeness.

The most uscful knowledge acquisition programs arc those that are resiricted Lo a particular
problem-solving paradigm, e.g., diagnosis or design.

Explanation : In order for an expert-system to be an effective tool, people must be able to interact
with it easily. To facilitate this interaction, the cxpert system must have the following two capabilitics ;
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(i) Explain its reasoning: In many of the domains in witch expent systems operate, people will not aceept
results unless they have been comanced of the accuracy of the reasoning process that produced those resulis.

(i) Acquire ncw knowledge and modifications of old knowledue,

TEIRESIAS was the first program to support explanation and knowledge qutlmlmu

(). 8. (a) Discuss all the steps involved in Natural langnage processing. 12

Ans. Language is meant for communicating about the world, We can exploit knowledge about the
warld, in combination with linguistic facts, to build computational natural language systems.

There ure number of steps imvolved in Natural Lungusge processing :

{1} Morpkodogica! Anabysis @ Individual words e aoalveed inte their components and non-word
tithens, <ach as punciuaticn, are separated Trom the waords,

it Syatactic Analysis : Lincar sequences ol words are trianslormod iolo structures that show how
thi words celate w cach other, Some word seaguenees may b roiectad if they violate the languags’s rules
ot howw weords may he combined,

(i) Semantic Analysis : The strectores creaied by the svrtactic analveer are assigned meanings. In
chiwr secrils o mappinge i€ omade hotseen the svotactic sirpetires and obiecls o the 1ask domains,
Soppeiares fer whielo e snchoinsg ey possible moe be rejected,

v Disesonree Brtegeesing © 1o meamae of s individeal <owienee may depend on the sentences

A oly comtences Uhat follow 1t

o e AT L AL ¢ AT dsthpier g rhe TR ATIRTY S
v Fresimatie aalysdsy b stredture represening whatl was said is reinterproted wo determing
L s elan! i e,

Chcooer ablapplivaticn fo reimbes, )

Yoas b pppdacations o Hobtics :

ot i pepast e an Al program is svinbobic m Toeme o an S-pagede corligurstion or atyped enplish
sontenoe, The wpal t g rebot b= dvpically sn anadog sigmal, Sucli s o tvo-dimensiona video image or a
sprech wouvefarm.

{ii) Rubots require special bardware for porcemvang and alfecting the world, while Al programs
reguire only peneral-purpose compuiers,

(1i1) Rubot sensors are ingecurate and thier clicctors are limited in precision, Thore s always some
depree of uncertainey abounr exsetly whers the robot s located and where objects and obsiacles stand in
ricluiion 10 il Robol effectors are also limiled in precision.

{iv) Many robote must react i real ime_ A robot Gghter plane, for example, cannot affod to scarch
pptimally or to siop monitoring the world daring g LISE garbage colledion,

(v} The real world 15 unpredictable, dynamic sad uneertain, A robot cannel hope to maintain a
correet and complete description of the world, This means thet a robol must consdier the trade-off
between devising and exccuting plans.

{vi) Buecause robots must operate i the real world, searching and backtracking can be costly,
Consider the problem of movieg furniture into a room. Operating in a simoiated world with full
information, an AV program can come up with an optimal plan by best-firs! scarch. Preconditions of
operators can be checked quickly and of an operator [acts o apply, another can be tried, Checking
precondition  in the real world, however, cen be time-consuming of ihe robet docs not have full
inlormation,



