B.Tech.

Fourth Semester Examination 2009-10 l

Theory of Automata and Formal Language

Note : (i} This question paper contains Five guestions.
(ii) Attempt all questions.
Q. 1. Attempt any four of the following :
(4x5=20)
Q. 1. (a) Draw a DFA that accepts set of all strings of 0 and 1 that end in the set two
same symbols.
Ans. The set of all string ending in 00

=(0 +1)" 00
0,1
e
X 1 0
(%) (sa—>(2)
1

State/Z 0 1

—aq U3 0

12 1, 93 7]
13 g4 -

@9 - —

Now we can construct DFA for a above NFA
Transition table

State/> 0 1
i@l . (qy] (g0}
tgg} lg2, g3) lgs)

3] CA -
lg2, 3] [q2, 43, q4) lgal
(g2, @3, q4] (92, 93, q4] (g2)

'yl - -

New transition diagram fcr DFA
where @ =lq],1q9], lg3l, (g2, g3}, (g4,
la2, q3, 4
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This is the final DFA which accepts (0 + 1" 00.

€. 1. (b) Write down procedure for converting an NFA to its equivalent of A.
Ans, Equivalent DFA of the given NFA as

1
—p lg, s) g
lg, s} {q,s, g,
lg. r. s} lg, s, 1 (vl
{g.r.s) lg, r, sl {ol

Q. 1. (¢) Give the Chomsky Hierarchy of grammars specifically giving form of

production rules in each class of grammar.

Ans. Chomsky classified the grammars into four types in terms of production {types 0-3}.
Type-0 : A type-0 gramrar in any phrase structure grammar without any restriction. In 2
production of the form ¢A y -» ¢ « y where A is a variable, ¢ is called the left context y the nght

context, and ¢ = y the replacement string.

Type-1 : A grammar is called type-1.or context sensitive context depariment if all its
production are type-1 production. A production if @ # *. In type-1 productions, erasing of A is net

permitted.

Type-2: A type-2 production ina preduction of theform A —» o, where A eVyanda e (Vy v sy

In other words, the LHS has naleft context or right context.

Context-Sensitive or \\\ // /
Type-2 A} 7 >
Context-Sensitive or \\ / /

K; ANA

Language (Gramysars) Accepting device

Type-3 : A grammar is called a type-3 or regular grammar if all its production or type-3
praduction. A production § — * is allowed in type-3 grammar, but in care § does not on the right

hand side of a
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Chomsky Hierarchy : Chomsky hierarchy classified the grammars into four parts.
The given diagram shows hicrarchy of grammar and their accepting device. The production of

above gromamar are as follows :

i) Regualar=> A 5 aB, A -, A, BeV,ael

(i) Context free=> A s a, L eV, ae(V v 5

tiii) Context sensitive=> A —»a, a e(VUEI), AeV

(i) Type-0=> o =B, ¢, BeVUI)

Q. 1. (d) Given a DFA M. Suggest a procedure to draw DFA which accepts the
complement of the language uccepted by M.

Ans. IfL is a regular set over % then T - Lisalso regular over £, We construct another DFA M’
(@, .8, ¢p, F') by defining F* =Q ~ F, i.e.,, M and M" differ only in their final states. A final state of
M'is a nonfinal state of M and vice versa. The state diagram of M and M" are the same except for the
final state,

Heace M 15

W =+ (M")if and only if 8(eg, W)eF =@ -F

i.e., if W ¢ L. This proves

M=t -X

Q. L. (e) Define equivalence relation and show that an equivalence relation pariitions
a set into a number of disjoint equivalence classes.

Ans. Assume that R is a relation on a set A in other word R A x A, As noted prev we wrii>

aRb instead of (a, b) ¢ R to indicate that a is retated to & via R,

1. R is reflexive if foreverv a € A aRa

2. R is symmetric if for every ¢ and & in A if aRb then bRA.

3. R is transitive if for every @, & and ¢ in A if eRb and bRc then aKe.

4. R is an equivalence rela:ion on A if R is reflexive, symmetric and transitive suppose Ris an
equivalence relation on A.For any element a of A, we denote by{e] R or simply by [a] the equivalence
class containing a

le R=lx e A/xRa}

Nate that the equivalence class containing a really does contain a.

For any partition C of a set A the relationR on A defined by.

xRy If and only if x and y belong to the same element of C is an equivalence relation on A.

Q. L. (D Give the format of production rules for left and right linear grammars and
gshow that they are equivalent.

Ans. Let L =1{0, 1} * (10} the set of all string over {0, 1} that end in 10

| 1

0
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= 110001010C
A-1R C -»0A
B 1B A->0A
B -»0C C—>1B
These include every prod action of form
P > a@ where P —2—>@Q
is a transition in fA.
Q. 2. Attempt any four of the following :
(4x5=20
Q. 2. (a) Write a regular expression for the language containing all strings of 0 and 1
that begin with 1 and contain even number of 0. Convert this regular expression into
equivalent NFA without c-moves.
Ans. L ={00, 01,10, 1)}
regular expression
1(00 +01 + 10 + 11

or 1(00 + 1) (0 + )"
Q. 2. (b) Define a regular expression and write various operators used in
constructing a regular expression, Also give their precedence.
Ans.(i)¢+ R=R
(i) R = Ré=¢
(iD*R=R*=R
(iv)~* = and q‘ =4
MR+R=R
DR R =R
(vi' RR* =R'R
il (R") =R"
(i) + RR =R =*+R'R
(x) (PQ)" P =P(QP; _
GIMP+Q) =(PQY =(P" +@"’
GiiMP +Q) R=PR + QR and
R(P +@Q)=RP = RQ
Q. 2. (c) Draw an NFA that accepts all strings of 0 and 1 containing 111 as substrings

and hence convert this NFA to DFA,
Ans. The NFA is
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Q. 2. (d) Design a Mealy Machine that scans sequence of inputs of 0 and 1 and
generates output ‘A’ if the input string terminates in 00, output ‘B’ if the string termmates
in 11, and output ‘C’ otherwise.

Ans. Mealy Machine : I the string ends an 11 or 00 O/P = Yes

If the string not ends on vtherwise O/P = No

Set of states S {Sg, Sg, So!

Initial state S =S,

Input alphabet E {0, 1}

Output alphabet Y {4, B, C}

Input words can be any squence of ones and zeros.

=~ Q
O/A
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State | Imput | New Scale Qutput :
S 0 Sp C
Sq 1 S, C
A 0 Sy c
S, 1 Sy B
S, 0 Se A
S. 1 5 C
Q. 2. (e) Draw a DFA that accepts the language L = {a?" |n 21k

Ans. 00} 13"

Q. 2. (f) Write the statemnent of Pumping Lemma and using it prove that the language
{a”d"c" | n 2 1) is not regular.

Ans. 1. Let us suppose L i regular long and we get a contradiction suppose finite automotor has
n states that accepts long L.

2. Let 2=0"1" then|2z] = &n > n. By pumping Lemma are write z = yvo with |uv| ¢ 1 and Ju] = 0.

2. Now we have to find { .0 that v’ e L for getting a contradiction.

The string V can be in any one of the tree possibie to

1. The string V is constru¢ted by using only O’s it means v =O* for some k2 1.

2. The string v is constant by using only 1's it means v = 1! for some > 1

3. ‘The string v is constructed by using both symbol 0’s and 1's. Then the string v will be of the
form v =071 for some m21:nd p 21

In case (1) we taked=0. Aswow =0"1"

uw=0""*"ask>1 n—k«n. Therefore uw ¢ L.

Tn case Il wetake /=0uw=0"1"  nen-twwel

[n case ILif we take = 2
As we have
wp =07 MM PR
Now uv®w will be
pf~MpMmPpMmypPyn-p
. | |
u V2 w
As the string 0" 7 ™p™1P)"™1P1" ~ P can not be expresed in the form 6™1" uviw e L.
Hence the long L is not regular iong,
Q. 3. Attempt any two of the following :
(2x10=20)
Q. 3. (a) Consider the grammar with following production rules
S 5 AB | AC
AoaA|bAa|a
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D »aD | bC
Convert the above grammar into Greibach Normal Form.

Ans. Given production of ( FG (Vyy, T, P, 8) where production P are as follows :

S +AB ] AC

A >aAb|bAafa

B »>bbA | aaB | AB

C -+ abCa | aDb’

D-»bD | aC

Construction of P’ : Now we can change the production of A as: A -5 vab / baa / a

Now, we can change the production of B as ;

B - bba/aabb A B

B - bba / aubba / a bb A.

B —bha /aabba / a bbaa) / abbbae ! ca

Now, we can make any chage in variable C and D and it is-also.not terminaled so it will not
include in V.

Hence our final CFG is as follows :

P

S > AB/ AC

A-suublbaala

B = bba / aabba / abbaai / abbbaa / aa.

Q. 3.(b) By drawing twe rightmost or two leftmost derivations for a suitably selected
string, show that the following grammar is an ambiguous grammar

E—~E+E|E-E|E*E|E/E|D

Dowajb|le]d

Also convert the graminar into un-ambiguous grammar.

Ans.ForE - E+ E

New production E - B +T/T

for £ > E'E :

Mew production B> E*f/ f

E — a/ b remain same because they de not show any ambiguity.

Hence the constructed urambigouves grammar (G’ ) equivalent to G is

¢ =(ET, fila,be, P E)

P ESEsTITE->E[I{,E->alb

Q. 3. {¢) Use CYK algorithm to check whether stringa + b * » - d is in L (G) of the
un-arabiguous grammar ohtained in (b} above,

Ams. The given string is -W=aq+b*c-d

the grammar is :

E—-E+E|E-E\E*E|E/E|E/D
D-salblcid

Letl E be 8 then the grainmar will be

Sy =y + 8118, * 8,18, - 84/, /8, albicld

For CYK algorithm, the ;;rammer must be in CNF.

A grammar will be in CNF if it follows the following rules ;

Variable — Terminar
or
Variable —— Variable; Variable,
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A grammar will be in CNF only if it is a simplified grammer so, first of all we will make the
given grammar simplified.
= E > E + E|E-E||E* E|E/ E|a}blc|d
= E -+ E+T|E -~ R|E*S|E/{ P|a]bjc|d]
T >

The GNF grammar will b
Let S, beSg —» +|*|=/
then 8; — a8,5,|b845,|¢.355,|d848,
S - a|ble|d, 85 - v|-}*]/ W
Now CYK : We havetocheckW=a*b-c¢/d
« length=>—>
J==
5 [ % 1 5
7 B | S 1 8] &
Row:-l1 3 5 5, 5,1 3 15
l PR ERIERRE
1] S [ S U808 8 | 8| 8}
the given w a + b ¢ - d

——————7 Columns————n
We will fill the table row by row moving upward.
5

8

W e b
g

Q. 4. Attempt any two of the following :
(2 E IO = 20}

Q. 4. (a) Write transition rules for a PDA corresponding to the following Context Free
Language:
L = wew® | wisin (0 + 1)’ and w® represents reverse W}
Also obtain context Free Grammar for this PDA.
Ans, M ={{gg, q1, 2}, 10, 1, 3, 10, ], 2gh 81, 90, 29 g2
3 {{]0, 0, Zo) -‘-(Qo, 020) 'Ei(qo, 2.0) = (Q], 0}
Ao, L, zo) ={qq, Lzg)  &qp, 2 1 =(qy, 1)
g0, 0,0) =(gp,00)  Hqq, 2, 29) =(gy12¢)
g, 1, 1) =(qg, 11) g, 0,0 =g, ™
&Q‘u, 1,0} =(Q{}, 10 &Q]_u L1 =(QI" n
&gp,0, U =(ge,0, 1) &gy, m,2p) =g, d
Q. 4. (b) Prove that the PDA that accepts strings through empty stack and final state
mechanisms are equivalent.
Ans. {a™b™c"™ \m, n2 1)

&g, ay, 2p) ={qp, azg)
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Sgp. ba) =g, &
Sy, b,u)=(g, &
&gy, 6. 20) ={q1, 2)
Aqq, & 2p) =gy, €)
Q. 4. {c) Draw a PDA for th2 CFG given below :
S—a|b}s
Ans.

a,a/aa b.a/x

n,z0/z0
Q. 5. Attempt any four of the following :
. 4x5=20)

Q. 5. (a) How do you define Instantaneous. Description for a Turning Machine ?
Ans. Turing Machine : The turing machine can be thought of as a finite state automaton
connected to a RAW head the basic model for turing machine is given as follows :

f T31Ta;ia;[ ............... J b I b I ‘}

W Tape of infini length
head :

Finite-state
automation

In one move the machine examines the present symbol under R/'w head on the tape and the
present state of an automation to determine.

(i} & new symbol to be written on the tape.

{ii} motion of the B/W head cither left (L) or right (R).

tiii) the next state.

{iv) whether to half or not

A turing machine M is a 7-tuple

ie, (@ 5T, 8,400 F)

where

& =is a finite non-empty set of states

T = is a finite non-empty set of tape symbols

b& T =is blank

L =is a set of input symbols and is a subset of T

& =1is transition function from@ x Tto @ x T'x (L, R)

go = is initial state

F =is a set of final states. ]

Q. 5. (b} Design a Turing Machine that accepts the language L = o™ |wisin(0+ 1)
and w® represents reverse ).

Ans, Turing machine for the language wwR | w is any string of 0’s and 1's w
string w. We have the following steps for processing ww'.

(2) The Turing machine M scans the first symbol of the input tape (0 and 1), erase it and change
state (q; og@WNIoad All Btech Stuff From Studentauviaha.com
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(b} M scans the remaining part without changing the tape symbol until it encounters b.

{c) The R/w head moves to the left. If the rightmost symbol tallies with the leftmost symbeol, the
right most symbol is erased, other wise M halts. _

{(d) The R/w head moves to the left until b is encountered.

Transition Table
Input symbel
Present state 0 1 n
->qp bRqy bRyq bRqy
@1 ORp 1Rg bLgs
22 ORq;  1Rq bLg,
a 0Lgs - 4
a4 - bLgs ' -~
& Ol  1Lgg bRqq
g6 OLgg . Algg bRqq

@ — - —-

Q. 5. (¢) Write a Turing machine that performs proper subtraction of two integer
numbers.

Ans. Assume that the input tape has 0™10" where M - n is required. We have the following
steps

(a} the leftmost § is replaced by b and R/W head moves to the right.

(b) the R/W head replaces the first 0 after 1 by 1 and moves to the left. On reaching the biank at
the left end the cycle is repeated.

(c) Once the O's to the left of 1's are exhausted M replaces all (s and 1’s by b's ¢ - b is the
number of s left over in the input tope and equal to 0.

(d) Once the 0's to the right of 1’s are exhausted, n 0’s have been changed to 1’s by one 0 and nn
b’s. The number of 0’s lett over gives the values of @ — & the transition table is given as follows :

Present state Input symbol
0 1 b
- g bRq bRgs -
il O0Rqy 1Rgy | -
9z 1Lg; 1Rgy bLqy
73 0Lq; 11g; bRqy
g3 0Lgy bLgy ORgg
4 bRgs bRy bRgg
96 - - -

Q. 5. (d) What is Post Correspondence Problem (PCP) ? Discuss it with one example,

Ans. The post correspondence problem over an alphabet £ belongs to a class of Yes/No problems
and is stated as follows :

consider the two lists x =(xq,...., %), ¥ =(¥y, ..., ¥5) of nonempty sirings over an alphabet
= ={0, I}. The PCP is to determine whether or not there exist i .... i, where 1 < i; < n.Buch that
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The indices i;'s need r.ot be distinct and m may be greater than n. Also if there exists a solution
to PCP, there exists infinitely many solutions,

Post correspondence problem is undecidable : Let (T, W) be an arbitrary instance of
Halting, so, that T ={@, L, I", qg, 8 is a turing machine and w is a string over the input alphabet £, we
wish to construct an instance (o, i), {ag, Bo) ... (c,, B, ) of modified post correspondence problem
(MPCP) that will have a solution if and only if T' accepts W.

It is convenient to assume that T never crashes. Because there is an algorithm to convert any
turing infinite loop whenever the roginal one crashes, we may make this assumption without loss of
generality.

But the string W may be any thing. It may be generated by context free grammar or context
sensitive grammar or type-0.

(2 If Ly and L are any two CFL over an alphabet, there is no algorithm to determine whether or
not

(d)L-l ' Lz = ¢

(b)Ly nLyisa CFL

(o Ly

(d) Ly =Ly

(ii} If G is a context s¢nsitive grammar, there is no algorithm to determine whether or not

(a) UGy =¢

(b) L{G) is infinite

{¢}xg € LG} for a fixed string no.

{iii) If G is a type-0 grammar, there is no algorithm to determine whether or not any stringxc £
is in L(G). _ .

Hence we can say that post correspondence problem is undecidable, because there is no any
algorithm to decide that TM will halt or not.

Q. 5. {e) Write a short note on tne Multi Tape Turing Machine.

Ans. At the begining

First tape #0011 1%

Second tape #

The movement of head on first tape is

# 0 0 1 1 1 #
# 0 ] 1 1 1 #
# X 0 1 1 1 #
# X 0 1 1 1 #
# X 0 Y 1 1 #
# X 1) Y 1 1 #
¥ X 0 Y 1 1 #
# X X Y 1 1 "
# .4 X Y 1 1 #
# X X Y Y 1 #
# X X Y Y 1 "
# X X Y Y 1 #
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B U”}*_'O in [§3] ay 4|
e X > R >y L X

1 i x

1 (2)
L > § 2

/

o (BN (D-X-J’-#)

*
:ﬂué—-—-———m ——

This one will store on the second tape.

Q. 5. (f} Differentiate with suitable examples between recursive and recursively
enumerable languages.

Ans. Suppose that T =(@y, 3, [, ¢y, &) and Ty =(@y, I, Ty, go, &9) are two turing machine
accepting L and L' respectively is compliment of L.

We construct a two-tape TM -» T to recognize L,

We include in our set of states the pairs in @ x §)5.

The two tape machine T =(@, Z, T, qo, 8 begins by copying the input string x onte tape z and
inserting the market # at the beginning of each tape. The simultaneous simulation on 7} on tape 1
and tape 2 is accomlished by allowing every possible more

&'(Pl, Pg)’ (01, 02)) =((q1, 9‘2), { 51, bg),(Dl, Dz})

where for both values of

& (pi, ab) ={qi, bi, Di)

Here we know in advance that on any input x, precisely one of the machine 7] and T will halt.

Therefore it is sufficient to modify T as follows :

(i) When 7} or 75 halts, T erases tape 1 and

(i1} leaves the appropriate ourput before halting-1 or 0 depending on whether the machine that
halted was the one accepting L or the one accepting L.
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