B.E.
Fourth Semester Examination, May-2008
DATA BASE MANAGEMENT SYSTEM

Note : Attempt any five questions.
Q. 1. (a) What are data models? Explain their different types.
Ans. Data Models :

Hierarchal Model: The hierarchical data mode! organizes data in a tree structured. There is a hierarchy of
parent and child data segments. This structure implies that a record can have repeating information, generally
in the child data segments. Data in a series of records, which have a set of field values attached to it, It collects
all the instances of a specific record together as a record type. These record types are the equivalent of tables

_in the relational model, and with the individual records being the equivalent of rows. To create links between
these record types, the hierarchical model uses Parent Child Relationships. These are a 1:N mapping between
record types, This is done by using trees, like set theory used in the relational model, "borrowed" from maths.
For example, an organization might store information about an employee, such as name, employee number,

. department, salary. The organization might also store information about an employee's children, such as name
and date of birth. The employee and children data forms a hierarchy, where the employee data represents the
parent segment and the children data represents the child segment. If an-employee has three children, then
there would be three child segments associated with one employee segment. In a hierarchical database the
parentchild relationship is one to many. This restricts a child segment to having only one parent segment

Network Model :

The popularity of the network data model coincided with the popularity of the hierarchical data model.

‘Some data were more naturally modeled with more than one parent per child. So the network model permitted
the modeling of many-to many relationships in data. In 1971, the Conference on Data Systems Languages
(CODASYL) formally defined the network model. The basic data modeling construct in the network model is
the set construct. A set consists of an owner record type, a set name, and a member record type. A member
record type can have that role in more than one set, hence the multiparent concept is supported. An owner
record type can also be a member or owner in another set. The data model is a simple network, and link and
intersection record types (called junction records by IDMS) may exist, as well as sets between them. Thus, the
complete network of relationships is represented by several pairwise sets; in each set some (one) record type is
owner (at the tail of the network arrow) and one or more record types are members (at the head of the relation-

ship arrow). Usually, a set defines a.l:M.relationship, although I: Lis permmed The CODASYL network
model is based on mathematical set theory.

Relational Model :

(RDBMS - relational database management system) A database based on the relational model developed
by E.F. Codd. A relational database allows the definition of data structures, storage and retrieval operations
.and integrity constraints. In such a database the data and relations between them are organised in tables. A
table is a collection of records and each record in a table contains the same fields.
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Properties of Relational Tables :
- Values Are Atomic
- Each Row is Unii;ue
- Column Values Are of the Same Kind
- The Sequence of Columns is Insignificant The Sequence of Rows is Insignificant
- Each Column Has a Unique Name

Certain fields may be designated as keys, which means that searches for specific values of that field will
use indexing to speed them up. Where fields in two different tables take values from the same set, a join
operation can be performed to select related records in the two tables by matching values in those fields. Often,
but not always, the fields will have the same name in both tables. For example, an “orders" table might contain
(customer-I 0, product-code) pairs and a "products” table might contain (product-code, price) pairs so to
calculate a given customer’s bill you would sum the prices of all;products ordered by that customer by joining
on the product-code fields of the two tables. This can be extended to joining multiple tables on muitiple fields.
Because these relationships are only specified at retrieval time, relational databases are classed as dynamic
database management system. The RELATIONAL database model is based on the Relational Algebra.

Object/relational Model :

ObjecUrelational database management systems (ORDBMSs) add new object storage capabilities to the
relational systems at the core of modern information systems. These new facilities integrate management of
traditional fielded data, complex objects such as time-series and geospatial data and diverse binary media such
as audio, video, images, and applets. By encapsulating methods with data structures, an ORDBMS server can
execute complex analytical and data manipulation operatlons to search and transform multimedia and other
complex objects. :

As an evolutionary technology, the objecUrelational (OR) approach has inherited the robust transcend
performance management features of it s relational ancestor and the flexibility of its object-oriented cousin.
Database designers can work' with familiar tabular structures and data definition languages YDDLs) while
assimilating new object-management possibilities. Query and procedural languages and call interfaces in
ORDBMS:s are familiar: SOL3, vendor procedural languages, and ODBC, JDBC, and propriatory call inter-
faces are all extensions of RDBMS languages and interfaces. And the leading vendors are, of course, quite
well known: IBM, Inform ix, and Oracle.

Q. 1. (b) What are advantages of DBMS over file processing system?
Ans. Advantages of DBMS over file processing system :

The DBMS has a number of advantages as compared to traditional computer file-based processing ap-
proach. The DBA must keep in mind these benefits or capabilities during designing databases, coordinating
and monitoring the DBMS. The main advantages of DBMS are described below.

Data Consistency: By controHing the data redundancy, the data consistency is obtained. If a data item
appears only once, any update to its value has to be performed only once and the updated value (new value of
item) is immediately available to all users. If the: DBMS has controlled redundancy, the database sysiem
enforces consistency. It means that when data item that appears more than once. In the database is updated, the
DBMS automatically updates each occurrence of a data item in the database. However some database systems
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do not support enforce data consistency.
Integration of data :

In DBMS, data in database is stofed in tables. A single database contains multiple tables and relation-
ships can be created between tables (or associated data entities). This makes easy to retrieve and update data.

Database access language :

Many DBMSs provide SOL as database access language e.g., SOL to access data from multiple tables of
a database. Every DBMS has its own version of SOL.

Development of application :

~ The cost and time for developing new applications is also reduced. The DBMS provides tools that can be
used to develop application programs. For example, some wizards are available to generate Forms and Re-
ports. Stored procedures (stored on server side) also reduce the size of application programs.

More Advantages :

Data sharing, Controlling Data Redundancy ,Data Security, Data Atomicity, Creating Forms, Control
Over Concurrency, Backup and Recovery Procedures, Data Independence.

Q. 2. (a) What is client-server architecture? What is it used for?
Ans, Client server architecture : . .

The client/server software architecture is a versatile, message-based and modular infrastructure that is
intended to improve usability, flexibility, interpretability, and scalability as compared to*centralized, main-
frame, time sharing computing.

A client is defined as a requester of services.and a server is defined as the provider of services. A single
machine can be both a client and a server depending on the software configuration.

* Client machines :
- Run own copy of an operating 'system.
- Run one or more applications using the client machine's CPU, memory.
- Application communicates with DBMS server running on server machine through a Database
" Driver: . ' A |
- Database driver (middlewafe) makes a connection to the DBMS server over a network.
- Examples of clients : ‘
PCs with MS Windows operating system. Forms and reports developed e.g.
* Oracle Developer/2000, etc. . .
- Server Machines:
- Run own copy of an operating system.
- Run a Database Management System that manages a database.

- Provides a Listening daemon that accepts connections from client machines and submits transactions to
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DBMS on behalf of the client machines.

Examples :

Sun Sparc server running UNIX operating system. RDBMS such as Oracle Server, Sybase, Informix,
DB2, etc. PC with Windows NT operating system.

* Middleware:
- Small portion of software that sits between client and server.
- Establishes a connection from the client to the server and passes commands (¢.g., SQL) between them.

*Classic" Client/server Architecture :

Clae PC
- User Jierface Daitth ste Saver
- Business Logae - .
. .ommﬂbm ’ « Communications \
- Opazativg System - DBMS

| - Operating System

-t (DB Files

Clexd PC = )
- User Irterface -
- Business Logic
- Conruricabions Local asea ox wide area network

[- QOperating Systert 5

Q. 2. (b) Explain three leve] architecture of database system.

Ans. Three tigr architecture :

i

Three-tier is a client-server architecture in which the user interface, functional process logic ("business
rules"), computer data storage and data access are developed and maintained as independent modules, most
often on separate platforms.

The three-tier model is considered to be a software architecture and a software design pattern.

Apart from the usual advantages of modular software with well defined interfaces, the three-tier architec-
ture is intended to allow any of the three tiers to be upgraded or replaced independently as requirements or
technology change. For example, a change of operating system from Microsoft Windows to Unix in the pre-
sentation tier would only affect the uscr interface code. :

Typically, the user interface runs on a desktop PC or workstation and uses a standard graphical user
interface, functional process logic may consist of one or more separate modules running on a workstation or
application server, and an RDBMS on a database server or mainframe contains the computer data storage
logic. The middle tier may be multi-tiered itself (in which case the .overall architecture is cailed an "n-tier
architecture™). ’

The 3-Tier architecture has the following three tiers:
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Presentation tier :

This is'the topmost level of the application. The presentation tier dispiays information related to such
services as browsing merchandise, purchasing, and shopping cart contents. It communicates with other tiers by
outputting results to the browser/client tier and all other tiers in the network.

Application Tier (Business Logic/Logic Tier)

‘ The logic tier is pulled out from the presentation
tier and, as its own layer., it controls an application's func-
tionality by performing detailed processing.

Data tier :

This tier consists of Database Servers. Here infor-
mation is stored and retrieved. This tier keeps data neu-
tral and independent from application servers or business
logic. Giving data its own tier also improves scalability
and performance.

- Presentation tier :

The top-most level of the application is the user in-
terface. The main function of the interface is to translate
tasks and result to something the user can understand.

Logic tier.:

.This layer coordinates the application, processes
commands, makes logica! decisions and evaluations. and
performs calculations. It also moves and processes data
between the two surrounding fayers.

Data tier :

Here information is stored and retrieved from a da-
tabase or file system. The information is then passed back
to the logic tier for processing, and then eventually back
to the user.

A2ATALGNES

* GETUSTOFALL: ACDKLL. BALES

SALES MADE FOGBTHER
LASTYEAR . : *

SALE 1

SALE 2
QUERY SALE 3

~

Q. 3. (a) What are direct files? What are different hashing techniques?

Ans. Direct files ;

Random (or Direct) :

A randomly organised file contains records arranged physically without regard to the sequence of the
primary key. Records are loaded to disk by establishing a direct relationship between the Key of the record and
its address on the file, normally by use of a formula (or algorithm) that converts the prlmary Keytoa phy51cal

disk address. This relationship is also used for retrieval.

The use of a formula (or algorithm) is known as 'Key Transformation' and there are several rechmques

that can be used - Division Taking Quotient
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Division Taking Remainder
Truncation

Folding

Squaring

Radix Conversion .

These methods are often mixed to produce a unique address (or locatibn) for each record (key). The
production of the same address for two different records is known as a synonym.

Random files show a distinct advantage where :
Hit Rate is low )
Data cannot be batched or sorted
'Fast response is required.
Catering for expansion

A normal tendency oi}aaster files is to expand. Records may be increased in size or may be added. Even
if the total size or number d®records does not increase, there will almost inevitably be changes.

Although it is usual to update files on disk by overlay there must be provision for additions and prefer-
ably some means of re-utilising storage arising from deletion.

Overflow arises from :

(i) A record being assigned to a block that is already full.

(ii) A record being expanded so that it can no longer be accommodated in the block.
There are a number of methods for catering for expansion :

(i)  Specifying less than 100% block packing density on initial load.

(i) Specifying less than 100% cylinder packing density. '

(iif) Specifying extension blocks (usually at the end of the file).

The first method is only effective and efficient if the expansion is regular. Where localised expansion
occurs to any extent, even in one block, this system will fail.

The other two method have the result of allowing space for first and second level overflow, respectively.
Extension blocks are used when all other overflow facilities have been exhausted. Ideally, first level overflow
is situated on the same cylinder as the overflowed block hence there is no penalty incurred in terms of head
movement. Second level overflow normally consists of one or more blocks at the end of the file. If a significant
number of accesses to second level overflow are made, run-time w1ll increase considerably. There is the a need
to reorganise the file to bring record back from overflow.

Hashmg Techniques: Key mod N
N is the table size.
- Key mod P
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P is the smallest prime number 3 N.
- Truncation (Substringing)
Select any "appropriate” digits of the given key.
- Folding »
Folding by boundary and‘folding by shifting. ’
- Squaring
... followed by truncating a portion of the result.
- Radix C;nversion
The key is converted to base 10.
. Alphabetical Keys

Alphabetic or alphanumeric key values can be input to a hashing function if the values are interpreted as
integers.

A hashing function that has a large number of colhslons or'synonyms is said to exhibit primary clustering.
Aim : reduce the number of collisions
Solution 1: Change the hashing functions. - .
Solution 2 : reduce the load factor (Le., # of stored records I total # storage locations)
- Load factor is a measure of storage utilization.
- As the load factor incréases, the likelihood of a collision increases.
- e.g., compare with the humber of cars in city traffic.
- Time-space Tradeoff:
- Increased load factor
- more space, decreased load factor more collisions
- Collisions typically increase rapidly when the packing factor goes beyond about 90 percent.
Q. 3. (b) What are B-tree index ﬁl_es? Explain their structure. s
Ans. Tree file organisation : |
B-tree indices are similar to B +-tree mdlces
- D]fference is that B-tree ehmmates the redundant storage of search key values.
- In B +-tree of Flgure 11.11, some search key values appear twice.
-A correspondmg B-tree of Figure 11.18 allows search key values to appear only once.

- Thus we can store the index in less space.
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Figure 11.8 : Leaf and nonleaf node of a B-tree.
2. Advantages :
- Lack of redundant siorage (but only marginally diffefent).
- Some searches are faster (key may be in non-leaf node).
3 Disadvantages : ' - |
- Leaf and non-leaf nodes are of different size (complicates storage).
- Deletion may occur in a non-leaf node (more complicated)
Generally, the structural simplicity of B +-tree is preferred.
l: Insertions and deletions :

Insertion and deletion are more complicated, as they may require splitting or combining nodes to keep
the tree balanced. If splitting or combining are not required, insertion-works as follows :

- Find leaf node where search key value should appear.
- If value is present, add new record to the bucket.

- If value is not present, insert value in leaf node (so that search keys are still in order). Create a new
bucket and insertthe new record. :

If splitting or combining are not reqyired, deletion works as follows :
Deletion :
Find record to be deleted, and remove it from the bucket.'
. - If bucket is now empty, remove search key value from léaf node. ‘ ‘
Q. 4. (a) What are various operatd'rs of relational algebra? Explain taking examples.
Ans. Operations on relational algebra : The relational algebra is a procedural query ianguage.
*  Six fundamental operations :
- select (unary)
- project (unary)
- rename (unary)
- Cartesian product (binary)

- union (binary)
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- set-différence {binary)
* Several other operations, defined in terms of the fundamental operations :
- set -intersection : '
- natural join
- division
- assignment .
* Operations produce a new relation as a result.
1. The select operation : -

Select selects tuples that satisfy a given predicate. Select is denoted by a lowercase Greek sigma (o),
with the predicate appearing as a subscript. The argument relation is given in parentheses following the (o ).

For example, to select tuples (rows) of the borrow relation where the branch is" SFU", we would write
O pname = *SFU"{borrow)

Let Figure 3.3 be the borrow and branch relations in the banking example.

bname Ican# ename amount  hname ’ assets beity
Downtown 17 Jones’ 1000 Downtown . 9,000,000 Vanecover
Loughted.Mall 23 Smith 2000 Loughted Mall 21,000,000. Buméby
'SPU 13 . Fiayner 1600  SPU ' 17,000,000 Burnahy

, ~ Fig. : The borrow and branch relations.
The new relation created as the result of this operation eonsists of one tuple : (SFU, 15, Hayes, 1500).
We allow comparisons using =, #, <, < >and > inthe selection predicate. '

We also allow the logical connectives v (or) and A (and). For example :

O pname =" DOWntown"Aamount > 1200( barrow)

ename - banker
Fayon ~ Jones
Johnson Johnson

Suppose there is one more relation, client, shown in Figure 3.4, with the scheme
Client_schemé = (ename, banker)

we might write

Opname = Danker(client)

to find clients who have the same name as their banker.
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2. The project operation :

Project copies its argument relation for the specified attributes only. Since a relation is a set, duplicate
rows are eliminated. : ,

Projection is denoted by the Greek capital letter pi (I1). The attributes to be copied appear as subscripts.

For example, to obtain a relation showing customers and branches, but ignoring amount and loan#, we
write

Mpname, ename (borrow )

We can perform these operations on the relations resulting from other operations.

To get the names of customers having the same as their bankers,

Mpname (Uenamc=ban ker (Clie“i))

Think of select as taking rows of a relation, and project as taking columns of a relation.
3. The Cartesian product operation :

The Cartesian product of two relations is denoted by a cross (), written

r xry for relations ry and ry

The result of r; xr, is a new relation with a tuple for each possible pairing of tuples from r, and r,.

in order to avoid ambiguity, the attribute names have attached to them the name of the relation from
which they came. If no ambiguity will result, we drop the relation name.

The result client x customer is a very large relation. If r has rtuples and r, has r, tuples, r =1, xry
will have n,, n, tuples.

The resulting scheme is the concatenation of the schemes of rl1 and rll, with relation names added as
mentioned. ' '

~ To find the clients of banker Johnson and the city in which they live, we need information in both client
and customer relations. We can get this by writing

U patance (deposit) - I geposit. batance ( ),‘
However, the customer.cname column contains customers of bankers other than Johnson. (Why?)
We want rows where c/ient.cname = customer.cname. SO we can write
T client.ename=customer.ename (0' banker ="J ohnson"(client x cusmmer))

to get just these tuples.

Finally, to get just the customer's name and city, we need a projection :
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" " H )
"client.enamc.ecity(°'c|icnt.cname:customer.ename (oban ker =" Johnson (dlem x Cusmm_er)))

4, The rename operation :

The rename operation solves the problems that occurs with naming when performing the Cartesian prod-
uct of a relation with itself.

Suppose we want to find the names of all the customers who live on'the same street and in the same city”
as Smith. ’ ' \

We can get the street and city of Smith by writing
H strsst,ccity (0 ename="smith" (customer ))

To find other customers with the same information, we need to reference the customer relation again :
Cp (customer x (llms,‘cciw (cename ="smith" (customer))))

where P is a selection predicate requiring street and ccity values to be gqual. v
Problem : How do we disting\iish between the two street values appearing in the Cartesian product, as
both come from a customer relation?

Solution : Use the rename operator, denoted by the Greek letter rho (p) :

We write

/ p X (r)
to get the relation under the name of x.

If we use this to rename one of the two customer relations we are using, the ambiguities will disappear.

Lcustomer ename (chstZ.sn'aaf=customef.strcetxcustlcity:customer.ccity

(Customef x (H strest,ccity (Gename=“smith“ (pcustZ (cusmmer))))))

S. The union operation :

‘The union operation is denoted U as in set theory. It returns the union (set union) of two compatible
relations. i

For a union operation r U it be legal, we require that
- r and s must have the same number of attributes.
- The domains of the corresponding attributes must be the same.

To find all customers of the SFU branch, we must find everyone who has a loan or an account or both at
the branch. »
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We need both borrow and- deposit relations for this @ '
Hename (O'bname ="SFU" (borrow)) Ullename (0' bname = SFU" (deposnt))

As in all set operations, duplicates are eliminated, giving the relation of figure 3.5(a).

ename _ ename
Hyer .Adams
Adams

Figute 3.5: The union and set-difference operations

6. The set difference operation : Set difference is denoted by the minus sign (-). It finds tuples that are
in one relation, but not in another.

Thus " - s results in a relation containing tuples that are in r but not in s.

To find customers of the SFU branch who have an account there but no loan, we write

chame (0 bname="SFU" (dGPOSit)) ~ Hename (0' bname="SFU" (borrow ))

The result is shown in F igure 3.5(b).

We can do more with this operation. Suppose we want to find the largest account balance in the bank.
‘Strategy: ‘

- Find a relation r containing the balances not the largest.

- Compute the set difference of r and the deposit relation.

+

To find r, we write

1 geposit balance (G deposit. balance<d balance (dEPOSt X py (dePOSit)))
This resulting relation contains all balances éxcept the largest one. (See Figure 3.6(4)).
Now we can finish our query by taking the set difference: -
Hpatance (depOSit) -1 deposit.balance (Qdeposit.balanc«d.balance (depos_it XPd (dePOSit)))

Figure 3.6(b) shows the result.

Balance Balance
400 1300
500
700

Figure 3.6: Find the largest account balance in the bank.
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Q. 4. (b) For what typical queries, do we use division operator?

Ans. Division operator : Division, denoted =+ , is suited to queries thaf include the phrase "for all".
Suppose we want to find all the customers who have an account at all branches located in Brooklyn.
Strategy: think of it as th(eé steps. ’

We can obtain the names of all branches located in Brboklyn by
r1 = Mpname (cbeitys-"Brooklyn"(branCh))

Figure 3.19 in the textbook shows the result.

We can also find all ename, bname pairs for which the customer has an account by
13 = 1 gname,bname (deposit)

Figure 3.20 in the textbook shows the result.

Now we need to find all customers who appear in ry with every branch name in ;.

The divide operation provides exactly those customers :

lename, bname (deposit) + ypame (Gbeity="Brooklyh" (bra"Ch)) )

which is simply ry + 1
Formally,
- Let r(R)and s(8) be relations.

-Let ScR

- The relation r + s is a relation on scheme R-S.

- Atuple tisin r+s if for every tuple tg ins there is atuple t, in r satisfying both of the following :
t,[S] = ts[S] (3.2.1)

tJR—ﬁ:dR;ﬁ (322)

.- These conditions say that the R~S portion of a tuple tis in r + s if and only if there are tuples with the
s portion and the S portion in r for every value of the S portion in relation S.

We will look at this explanation in class more closely.

The division operation can be defined in terms of the ﬁmdamental'oinerations.
r+s=1,_4(r)- IIn_S((II,,_s(r) xs) - r) )
Q. 4. (c) How can expressions be made in tuple ca'culus?
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Ans Tuples calculus :
‘The tuple relational calculus is a nonprocedural language (The relational algebra was procedural.)
1. We must provide a formal description of the information desired.

2. A query in the tuple relational calculus is expressed as

Atp(n)}

i.e. the set of tuples t for which predicate P is true.

(93]

We also use the ‘notation

- t[a] to indicate the value of tuple t on attribute a.

- t er to show that tuple tis in relation r.

—

For example, to find the branch-name, loan number, customer name and amount for loans over
$1200: -

{tire bl)rrow A t{amount] > 1200}

This gives us all attributes, but suppose we only want the customer names. (We would use project in the,
algebra )

We need to write an expression for a relatlon on scheme (ename).
, {tlas & borrow(t{ename] = s{ename] A slamount ] > ]200)}

In English, we may read this equation as "the set of all tuples t such that there exists a tuple sin the relatio:l
borrow for which the values of t and store the cname attribute are. equal and the value of stor the amount
attribute is greater than 1200."

3

The notation 3t & r(Q(t)) means "there exists a tuple t in relation r-such that predicate Q(t) is true”.

How did we get the above expression? We needed tuples on schéme cname such that there were tuples in
borrow pertaining to that customer name with amount attribute: >1200.

The tuples t get the scheme cname implicitly as that is the only attnbute tis mentioned with.

Let's look at a more complex example.

Find all customers having a loan from the SFU branch, and tire cities in which they live:

{tlBs € borrow (t[ename] = {ename] A {bname] ="SFU"

A3u € customer (u[ename] = s{ename] A {ccity] = u[ccnty]))}

Q. 5. (a) Discuss entity integrity and referential integrity rules.
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Ans. Entity Integrity :

Entity Integrity ensures that there are no duplicate records within the table and that the field that identifies
each recotd within the table is unique and never null,

The existence of the Primary Key is the core of the entity integrity. If you define a primary key for each
entity, they fotlow the entity integrity rule.

Entity mtegnty specifies that the Primary Keys on every mstance of an entity must be kept, must be-
unique and must have values other than NULL.

Although most relational databases do not specifically dictate that a table needs to have a Prlmary Key,
it is good practice to design a Primary Key for each table in the relational model. This mandates no NULL
content, so that every row in a table must have a value that denotes the row as a unique element of the entity.

~ Entity Integrity is the mechanism the system provides to maintain primary keys. The primary key serves
as a unique identifier for rows in the table. Entity Integrity ensures two properties for primary keys:

- The primary key for a row is unique; it does not match the primary key of any other row in the table.
- The primary key is not null, no component of the primary key may be set to null.

The uniqueness property ensures that the primary key of each row uniquely identifies it; there are no
duplicates. The second property ensures that the pnmary key has meaning, has a value; no component of the
key is missing.

The system enforces Entity 1ntegnty by not allowmg operations (INSERT, UPDATE) to produce an
invalid primary key. Any operation that creates a duplicate primary key or one containing nulls is rejected.

Referential Integrity: Referential integrity in a relational database is consistency between coupled tables.
Referential integrity is usually enforced by the combination of a primary key or candidate key (alternate key)
and a foreign key. For referential integrity to hold, any field in a table that is declared a foreign key can contain
only values from a parent table's primary key or a candidate key. For instance, deleting a record that contains
a value referred to by a foreign key in another table would break referential integrity. The relational database
management system (RDBMS) enforces referential integrity, normally either by deleting the foreign key rows
as well to maintain integrity, or by returning an error and not performing the delete. Which method is used
would be determined by the referential integrity constramt as defined in the data dictionary.

Q. 5. (b) Taking an example relation, carry out the complete process of normalisation on it. Hence
define various normal forms upto BCNF.

Ans. Normalization :

The repeating groups : Make a separate table for each set of related attributes, and give each table a
key. , .
The redundant data : If an attribute depends on only part of a multi-valued key, remove it to a separate

The columns not dependent on key : If attributes do not contribute to a dcscfiption of the key, remove
a separate table.

Codd normal form : If there are non-trivial dependencies between candidate key attributes, separate Jt
‘into distinct tables. ’
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1 NF : Moving the known databases into a separate table helps a lot. Separating the repeating groups of
databases from the member information results in first normal form. The Member 1D in the database table
matches the primary key in the member table, providing a foreign key for relating the two tables with a join
operation, Now we can answer the question by looking in the database table for “DB2" and getting the list of
members.

Datsbase Table
- ' ] Member Table DID MID  Datshese
Member List ,—-———-—] 1 i Accuss
! JohaSmith Accass, DI, Foxlro ?m :‘::m ‘ g : : ?3:'0
2 Develonse 4BANS, Clipper 3 Davs Jonen 4 2 dBASE
3 Miks Besch 3 Miks Benth  }° L] 2 Clippar
4 JeryMiller D2 Oracle 4 Jorry Milloe . Je 4 ‘ol
S BmSwat  Oruch, Sybass 5  BmSwet [F04y O
6 MredWin  loformi 6  PredPins § 5 Onch
7 JoesBiow ? JosHow s 5 Sybase
8 OngBrown Access, MSSql Suver e Gregg Brown, % 6 teform
9 Douglope 9 DougHops in 1 Access .
: 12 g MRSol Server

2. Eliminaté redundant data

In the Database Table, the pnmary key is made up of the Member 1D and the DatabaselD. This makes
sense for other attributes like “Where Learned"” and "Skill Level” attributes, since they will be different for
every member/database combination. But the database name depends only on the DatabaselD. The same
database name will appear redundantly every time its associated 10 appears in the Database Table.

Suppose you want to rec(aSS‘fy a database - give ita different DatabaselD. The change has to be made for
every member that lists that database! If you miss some, you'll have several members with the same database
under different [Ds. This is an update anomaly.

Or suppose the last member listing a particular database leaves the group. His records will be removed
from the system, and the database will not be stored anywhere! This is a delete anomaly. To avoid these.
problems, we need second normal form.

To achieve this, separate the attributes depending on both parts of the key from those dependmg only on
the DatabaselD. This results in two tables: "Database” which gives the name for each Databasch and
“MemberDatabase” which lists the databases for each member.

Now we can reclassify a database in a single operation: look up the DatabaselD in the "Database" table ,
and change its name. The result will instantly be available throughout the application.
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{ Database Table . MbrDB Table
DIP MDD  Database | Member Table Database Table
1 i Access MD DD
2 -7 B MD  Nuw | ! DI0  Datsbase
1 ! FosPro 1 John Smuth ! 2 1 Access ‘
¢ 2 dBASE 2 Davelones - | b 2 DB2 :
52 Qppe 3 MikeBesch % 4 3 Fof I
e 4 DB2 714 Jesry Mler ! 4 dBASE s
T4 Oracle 5 B:}yStuan ‘H“ 2 Pl 5 Clippes -
g ! Oratte: 6 F1ed Flnl 4 ¢ 6 Oratle 1
§ 3 Sybase 7 Jos Blow ] ¢ ? Sybase §
0 e Informsz 18 CregBiown i1 g informix
M 8 Access 9 Doug Hope 6 ¢ 9 MSSql Seever
128 MSSqi Server : ; '

3. Eliminate columns not dependent on key :

The Member table satisfies first normal form - it contains no repeating groups. It satisfies second normal
form since it doesn't have a multivalued key. But the key is MemberlD, and the company name and location
describe only a company, not a member. To achieve third normal form, they must be moved into-a separate
table. Since they describe a company, CompanyCode becomes the key of the new "Company" table.

The motivation for this is the same for second-normal form: we want to avoid update and delete anoma-
lies. For example, suppose no members from the IBM were currently stored in the database. With the previous
design, there would be no record of its existence, even though 20 past members were from IBM!

Member Table Member Table
MD M Cerpany  Complac MD N pom Company Table
1 JomnSmith ARG Alabama | I johnSmith 1 R .
2 Davelones MCI . Flonda 2 Davejones 2 ?ED ABC l‘:;c: tion
3 Mike Beachh 1BM Delawasre 3 Miks Beach 3 3 MCI Fl:n::uﬂ
4 Jemy Miller  MCI Florida 4 lerey Miller 2 ; e
5 BenStat AIC Nebraska 5 BeaSwan 4 po-—i#q: fﬂ:‘g S’L“”‘)’:
6 FredFlint  ABC Alabame 6 FredFlint s RU Nuts 1 coreske
7 JosBlow  RUNuts  lowa 7 JosBlow 3 6 - V2 sr;) MY K
8.  CregBrown XYZ NewYork - 8 CregBrown 6 swror
9 °  DougHope IBM Delaware 9 DougHope 3

v - ]

BCNF. bdyce-codd normal form :

Boyce-Codd Normal Form states mathematically that : A relation R is said to be .in BCNF if whenever X
->"A holds in.R, and A is not in X, then X is a candidate key for R. BCNF covers very specific situations where
3NF misses inter-dependencies between non-key (but candidate key) attributes. Typically, any relation that is
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in 3NF is alsoin BCNF, However, a 3NF relation won't be in BCNF if (a) there are multiple candidate keys, (b)
the keys ar¢ composed of multiple attributes, and (c) there are common attributes between the keys. .

* Q. 6. (a) What are distributed databases? What are ... advantages and disadvantages?

Ans. Distributed database: A distributed database is a database that is under the control of a central
database management system (DBMS) in which storage devices are not all attached to a common CPU. It may
be stored in multiple computers located in the same physical location, or may be dispersed over a network of
interconnected computers.

Collections of data (eg. in'a database) can be dnstnbuted across muitiple physncal locations. A distributed
database is distributed into separate partitions/fragments. Each partition/fragment of a distributed database
may be replicated (ie. redundant fail-overs, RAID hke)

Besides distributed database replication and fragmentation, there are many other distributed database
design technologies. For example, local autonomy, synchronous and asynchronous distributed database tech-
nologies. These technologies' implementation can and does depend on the needs of the business and the sensi-
tivity/confidentiality of the data to be stored in the database, and hence the price the business is- willing to
spend on ensuring data security, consistency and integrity.

Advantages of distributed databases :

* Reflects organizational structure - database fragments are located in the departments they relate to.
; ¢ :

* Local autonomy - a department can control the data about them (as they are the onés familiar with it.)

* Improved ava:lablhty a fault in one database system will only affect one fragment, instead of the
entire database.

* Improved performance - data is located near the site of greatest demand, and the database systems
themselves are parallelized, allowing load on the databases to be balanced among servers. (A high load on one
module of the database won't affect other modules of the database in a distributed database.)

* Economics - it costs less to create a network of smaller computers with the power of a single large
computer. .

* Modularity - systems can be modified, added and removed from the distributed database without
affecting other modules (systems).

Disadvantages of distributed databases :

* Complexity - extra work must be done by the DBAs td ensure that the distributed nature of the system
is transparent. Extra work must also be done to maintain multiple disparate systems, instead of one big one.
Extra database design work must also be done to account for the disconnected nature of the database - for
example, joins become prohibitively expensive when performed across multiple systems.

* Economics - increased complexity and a more extensive infrastructure means extra labour costs.

* Sec rity - remote database fragments must be secured, and they are not centralized so the remote sites
must be secured as well. The infrastructure must also be secured (e.g., by encryptmg the network links between
~ remote sites). :

* Difficult to maintain integrity - in a distributed database, enforcing integrity over a network may
require too much of the network's resources to be feasnble
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* Inexperience - distributed databases are difficult to work with, and as a young field there is not much
readily available experience on proper practice.

* Lack of standards - there are no tools or methodologies yet to help users convert a centralized DBMS
into a dlstnbuted DBMS.

* Database design more complex - - besides of the norma! difficulties, the design of a distributed data-
base has to consider fragmentation of data, allocation of fragments to specific sites and data replication,.

Q. 6. (b) Differentiate between horizontal and vertical fragmentation. Also define semi join opera-
tion.

Ans, Two basic kinds of fragmentation : horizontal and vertical,
Honzontal refers to the cut between tuples, as vertical refers to the cut of the schema.
Horizontal fragmentation is achieved by a selection, as vertical by a projegtion.
The union of the horizontal fragments should be the original relation.
The join of the vertical fragments should be the original relation.
Vertical Fragmentation : ,
* Vertical Fragmentation of a single refation .
* Modeling the access to the relations

Site 53 issues 10 quéries a day using these attributes

——
DNo [ DName - Budget |LlLocation |
P4 Sales 500000 | Geneva

Site S1 issues 5 cjueries a day using these attributes
Site S2 issues 20 queries a day using these attributes
Site $3 issues 10 queries a day using these attributes

Similarly as for tuples in the horizontal fragmentation we can also analyze for the vertical fragmentation
of how gttributes are accessed by applications running on different sites. Using this information then the goal
would be to place attributes there were they are used most. In this example we seg that two attributes are always
accessed jointly, and that site S2 is the one that uses them most. So 52 might be a candidate to place the
attributes. For similar reasons DNo and Location are best placed at S3.
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Semi ‘join Operations :

A semijoin from R to Ri to Rj on attribute A can be de-
noted as Rj & Ri. It is used to reduce the data transmission
cost. :

Computing steps :

1. Project Ri on attribute A (Ri[A]) and ship this pro-
jection ( a semijoin projection) from the site of Ri to
the site of Rj;

2. Reduce Rj to Rj' by eliminating tuples where attribute
A are not matching any value in Ri[j].

Q. 7. (a) Discuss various algorithms used for concurrenéy control in databases.
Ans, Concurrency Control :

Lock based protocol :

nA lock is a mechanism to control céncurrent access to a data item

nData items can be locked in two modes: |

1. Exclusive (X) mode. Data item can be both read as well as written. X-lock is requested using
lock-X instruction. '

2. Shared (S) mode. Data item can only be read. S-lock is requested using lock-S instruction.
\

nLock requests are made to concurrency-control manager. Transaction can proceed only after request is
granted. nLock-compatibility matrix

nA transaction may be granted a lock on an item if the requested lock is compatible with locks already
held on the item by other transactions

nAny number of transactions can hold shared locks on an item,
Ibut if any transaction holds an exclusive on the item no other transaction may hold any lock on the-item.

nif a fock cannot be granted, the requesting transaction is made to wait till all incompatible locks held by
other transactions have been released. The lock is then grantednExample of a transaction perforthing focking:

T2 : lock-S(A);
read (A);
unlock(A);
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lock-S(B);
read (B);
unlock(B);
display(A+B)

nLocking as above is r:lot sufficient to guarantee serializability - if A and B get updated in-between the
read of A and B, the displayed sum would be wrong.

nA locking protocol is a set of rules followed by all transactions while requesting and releasing locks. -
- Locking protocols restrict the set of possible schedules. .

nThe potential for deadlock exists in most locking protocols. Deadlocks are a necessary evil.
nStarvation is also possible if concurrency control manager is badly designed. For example ;

1A transaction may be waiting for an X-lock on an item, while a sequence of other transactions request
and are granted an S-lock on the same item.

. The same transaction is repeatediy rolled back due to deadlocks.

nConcurrency control manager can be designed to preverit starvation, The Two-Phase Locking Protocol
This is a protocol which ensures conflict-serializable schedules.

nPhase I : Growing Phase
Itransaction may obtain locks
Itransaction may not release locks
,nPhase 2 : Shrinking Phase
Itransaction may release locks f
Itransaction may not obtain locks .

nThe protocol assures serializability. It can be proved that the transactions can be serialized in the order
of their lock points (i.e. the point where a transaction acquired its final lock). '

nTwo-phase locking does not ensure freedom from deadlocks

nCascading roll-back is possible under two-phase locking. To avoid thls follow a modified protocol
called strict two-phase locking. Here a transaction must hold all its exclusive locks till it commits/aborts.

nRigorous two-phase locking is even stricter: here all locks are held till comxmt/abort In this protocol
transactions can be senahzed in the order in which they commit.

LY

nThere can be conflict serializable schedules that cannot be obtained if two- phase lockmg is used.

~ nHowever in the absence of extra information (e.g., ordering of access to data), two-phase locking is
needed for conflict serializability in the following sense :

Given a transaction T; that does not follow two-phase locking, we can find a transaction T; that uses

two-phase locking, and a schedule for T; and Tjj that is not conflict serializable.
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nGraph-based protocals are an altemative to two-phase locking

nimpose a partial ordering @ on the set D= {d].dz. ...... dp} of all data items,

lif d; => d; then any transaction accessing both di and dj must access di beforo accessing d;

Iimplies that the set D may now be viewed as a directed acyclic graph, called a database greph,
nThe tree~protocol is a simple kind of graph protocol,

1. Only exclusive locks are allowed,
2. The first lock by T; may be on any data itom. Subsequently, adata Q can be locked by T only Ifthe

parent of Q Is currently locked by Tj.
3, Data items may be unlocked at any time,

4, A data item that has been locked and unlocked by Ti cannot subsequently be relocked by T,

Q. 8. Write short notes on :

(® SQL

(b) Hierarchical and network model

(c) Responsibility of DBA

(d) Data mining.

. Ans () SQL :

SQL (Structured Query Language) is a database computer language designed for the retrieval and man-
agement of data in relational database management systems (RDBMS), database schema creation and modifi-
cation, and database object access control management. SOL is a standard interactive and programming lan-
guage for querying and modifying data and managing databases. Although SOL {s both an ANSI and an ISO
standard, many database products support SOL, with proprietary extensions to the standard language. The core
of SOL is formed by a command language that allows the retrieval, insertion, updating, and deletion of data,
and performing management and administrative functions. SOL also includes a Call Leve! Interface (SOUCLI)
for accessing and managing data and databases remotely.

{b) Hierarchical and network model ;
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Hlerarchal model :

The hierarchical data mode!l organizes data in a tree structure, There is a hierarchy of parent and child
data segments. This structure implies that a record can have repeating information, generally in the child data
segments. Data in a series of records, which have a set of fleld values attached to it. It collects all the instances
of a specific record together as a record type. These record types are the equivalent of tables in the relational
meodel, and with the individual records being the equivalent of rows. To create links between these record
types, the hierarehical model uses Parent Child Relationships, These are a 1:N mapping between record types,
This is dane by using trees, like set theory used in the relational model, "borrowed" from maths. For example,
an organization might store information about an employee, such as name, employee number, department,
salary. The organization might also store information ghout an emplnyee's children, such as name and date of
birth. The employee and children data forms a hierarchy, where the employee data represents the parent seg-
ment and the children data represents the child segment, [f an employee has three children, then there would be
three child segments associated with one employee segment, In a hierarchical database the parent-child rela-
tionship is one to many. This restricts a child segment to having only one parent segment.

The popularity of the network data model coineided with the popularity of the hierarchical data modc|
Some data were more naturally modeled with more than one parent per child. So, the network model permitted
the modeling of many-to-many relationships In data, In 1971, the Conference on Data Systems Languages
(CODASYL) formally deflned the network model, The basic data madeling construct in the network model is
the set construct. A set consists of an owner record type, a set name, and a member record type. A member
record type can have that role in more than one set, hence the multiparent concept is supported. An owner
record type can also be 8 member or owner in another set. The data medel s a simple netwark, and link and
intersection record types (called junction records by IDMS) may exist, as well as sets botween them, Thus, the
complete network of relationships is represented by several pairwise sets; in each set some (one) record type is
owner (at the tail of the network arrow) and one or more record types aro members (at the head of the relation-
ship arrow). Usually, a set defines a [:M relationship, although 1:1 is permitted. The CODASYL network
model is based on mathematical set theory,

(c) Responsibllity of DBA :

1. Creates and maintains all databases required for development, testing, education and production
usage.

2. Performs the capacity plenning required to create and maintain the databases, The DBA works
closely with system administration staff because computers often have applications or tools on
them in addition to the Oracle Databases. ‘

3. Performs ongoing tuning of the database instances,

Install new versions of the Oracle RDBMS and its tools and any other tools that access the Oracle
database,

5. Plans and implements backup and recovery of the Oracle database,

6. Controls migrations of programs, database changes, reference data changes and menu changes
through the development life cycle.

7. Implements and enforces security for all of the Oracle Databases.

8.  Performs database re-organisations as required to assist performance and ensure maximum uptime
of the database.

9.  Puts standards in place to ensure that all application design and code is produced with proper
integrity, security and performance. The DBA will perform reviews on the design and code fre-
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quently to ensure the site standards are being adhered to.

10. Evaluates releases of Oracie and its tools, and third party products to ensure that the site is running
the products that are most appropriate. Planning is also performed by the DBA, along with the
application developers and System administrators, to ensure that any new product usage or release

~ upgrade takes place with minimal impact.

11. Provides technical support to application development teams. This is usually in the form of a help
desk. The DBA is usually the.point of contact for Oracle Corporation.

12, Enforces and maintains database constraints to ensure mtegrlty of the database

13.  Administers all database objects, including tables, clusters, indexes, v:ews, sequences, packages
and procedures: - .

14.  Assists with impact analysns of any changes made to the database ob_]ects

15. Troubleshoots with problems regarding the databases, apphcatlons and development tools.

16. Create new database users as required. ,

17.  Manage sharing of resources amongst applications. ’ .

18. The DBA has ultimate responsibility for the physical database design. .

(d) Data mining :

Data mining is the process of sorting through large amounts of data and pnckmg out relevant information.
It is usually used by business intelligence organizations, and financial analysts, but is increasingly being used
in the sciences to extract information from the enormous data Sets generated by modern experimental and
observational methods. It has been described as "the nontrivial extraction of implicit, previously unknown,
and potentially useful information from data” and "the science of extracting useful information from large data
sets or databases. Data mining in relation to enterprise resource planning is the statistical and logical analysis
of large sets of transaction data, looking for patterns that can aid decision making.

Data mining is primarily used today by companies with a strong consumer focus - retail, financial, com-
munication, and marketing organizations. It enables these companies to determine relationships among "intet-
nal" factors such as price, product positioning, or staff skills, and "external” factors such as economic indica-
tors. competitior., and customer demographics. And, it enables them to determine the impact on sales, cus-
tomer satisfaction, and corporate profits. Finally, it enables them to “drill down" into summary information to
view detail transactional data.

. ’

With data mining, a retailer could use point-of-sale records of customer purchases to send targeted pro-
motions based on an individual's purchase history. By mining demographic data from comment or warranty
cards, the retailer could develop products and promotions to appeal to specific customer segments.

For example, Blockbuster Entertainment mines its video rental history database to recommend rentals to

individual customers. American Express can suggest products to its card holders based on analysis of their
monthly expenditures.
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