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B.E.
Third Semegter Examination, Dec-2008

MATHEMATICSHII

Note : Attempt any five questions, selecting at least one question from each part.
' Part-A

Q.1.(a)Expand f(x) = xsinx, 0 < x < 2x as a Fourier series.

Ans. f(x}=xsinx  O<x<2n
Now, f(x) = xsinx |
f(~x) = ~xsin{-x)
= Xsinx

Means its even function,

f(x) = ?21.,. Zta,, oosémx
n=

9 2x
g = — | xsinxdx
Cwoeg

= -:-t-[x(—oosx)- | (-—'t:osx)dx]z’t
= -i—[—-xcosx+sinx]§" = -%

2x
a, = %I xsinxoos%x-dx

Sl
sl =l il
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r a2
i { cos{n/2+1)x cos(n/2~1) } sin{n/ 2+ 1)x sin(n/2—1}xJ
—{x{- + Xp+ -
0

n/2+1 n‘2-1 (n/2+l)2 (n»‘2—l}:

_L~2 {cos(m‘Z-—l)Zn -cos(n!2+l)2n};sin(n/2+l)2n _ sin{n/2 - 1)2n
= (n!2—l) (n!’2+l) (1.“(24_‘)2 (nf2-1)2

f(x)=-;‘r.+5‘;[(—zn+z)+[%)+ ........ ]

Q. 1. {b) Obtain a half range series for

£
f(x)=kx for 0<xss

f
=k(£~x) for —2-$x5f

Deduce the sum of the series

—-‘--i-‘ l+
2
Ans. f(x)=kxfor05xsuz
4)' U’Z '
=1 £f(x)dx-—- Jroxax
- 12
_4 L”_J '
2
2kl K
1l 21 2
2I
< fx(1~x)dx
ap = .]f( X)
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2 28
_K(E[_K
1{8] 4
Kl ki
f(x) = =+~
(x)=7+7

Q. 2. (a) State and prove convolution theorem for Fourier transforms,
Ans. The convolution of twe functions f{x} and g(x) is defined as,

f()8(x) = | f(w)glx-u)dx

Convolution theorem on Fourier transform. The Fourier transform of the convolution of f(x) and g(x) is the
product of their Fourier transform. i.e.,

F{f(x)* g(x)] = F{f(x)} F{g(x)]

. Proof : We know that

f(x)*g(x) = 7%:: Tf(u).g(x—u]du |

Taking Fourier transform of both sides of (1). We have

Hf(x)*&(x)]= Tf(u).g(x- u).du]
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- TL:_; T [75157 Tetu)tx - u)du}i"‘ dx

1 o 1 PO i;x
I -J; f(u)du-—JE_.;{-Jf(x ~u)e dx}

k[

= <= J{t(u)do Fe(x-)
=ﬁ Tf(u)du-e‘““G(S) (using shifting property)

= G(s)T;: Tf(u)e“"du
~G(s). Ky

By inversion

F {5 6(9)} = g = F{Re)*F{6(s)}.

Q.2.(b) Find the Fourier sine transform of

: 1
.X(Xz + 82) "
Ans. Fourier sine transform of
' 1
W )

- R{f(x)}= I:' f(x)sinsx dx
=J':——x(le+az) sinsxdx = F(s)

Differentiating both sides w.r.t. S, we get


http://studentsuvidha.in/forum

downloaded from http://studentsuvidha.in/

M{F()} on(z )

q_rb COSSX — ,

{x +.a ] 2+a

Integration w.c.t. 5, we obtain,

=tan~' 4
a
But F(s)=0,when s=0
c=0
(s
Hence, F(s) = tan [;).
Part-B
Q.3.(a)If cosh x = secO , prove that
0
t h’——t 2=
anb” > = tan” 2, |
Ans. If coshx = sec@
Prove that tan? X = an? &
ove 5, 3
| e = m\(u+P]
We have L
Or - e 1+1an0/2
e™2  1-tan6/2

By components & dividendo, we get

euf‘z __e-ua“?. - 9
em‘z +e-—uf‘2 2

u 0
ie. tanh— = tan—
ie., 5 >
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1 we | i
—tan— = —tanh-—
i 2 1 2
' i0 o iu
—-=tanh” ] tan—
o 2 ( 2 )
i l+tanin/2
= logr———=—r>
2 Tl-taniu/2
By taking Antilog both sides
ax - 28
tan® — = tan* —
3 2

Ans. tan‘[(cosensine)
Let tan”!(cos® +isin®) = x +iy
Then cosO+isind = tan(x +iy)
= tanxsechy +isecxtanhy
c0s0 = tan x sechy

& sin@ = secxianhy
Squaring & adding equation (1) & (2)

1 = tan? x{sechy)” +sec? x{tanhy)?

= sin? x +sinh> y(sin X+CosT X

2 2 )

[—sin? x = sin hzy
Le., ' cos? x = sinh? Y

Now, fan~ '(ew) = tansechy +secxtanhy

()
A2}
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a7 (e70) = 2 X Loyl 2:9)
2 4 2 2 22)

Q. 4. (a) State and prove C-R equations and show that these are necessary for a function to be analytic in
a region.

It real part of an analytic function is

x3 - 3xy? +.'S:L_2 —-3y2+l,
find the function z).
Ans. Theorem : The necessary and sufficient conditions for the derivative of the

w = u(x,y) +iv(x,y) = f(2) to exist for ait values of zin aregion R, are

) x° Eyﬂ et ay are continuous ﬁmcnons of xand yinR;
v &u

O Xy

The relations (ii) are known as Cauchy-Riemann equations or briefly C-R equation

(a) Condition is necessary :.

Let 5y and §v be theincrements of uand v respectively con&spond'mg tothe increments 5x and &y of
x and y, so that 3z = dx +idy . |

If f{z) possesses a unique derivative at P(z), then

 f(z+89)-1 {u+5u) +i(v+8v) - (u+i
£(z) = (z+82)-f(z) _ Lim {u+8u) +i{v+8v) (u+w)=L 9(&1* gv_)
82—)0 8z &0 &z bz-0\dz Bz

Since 5z can approach zero in any manner, we can first assume §z to be wholly real wholly imaginary.
When §z is wholly real, then 8y =0 and §z = 8x .

z)= lim
() dx—0

[Su ﬁv]__{,:u_ _é_fv_
o 8x) o &

“When 5z is wholly imaginary, then 5x = 0 and 8z =i8y.

P(z) = Lim| +i-_‘§1)=lﬁ;“-+
sv—0 by 18y ) iy

Now the existence of f'(z) requires the equality of (1) and (2).

*'% 5% )
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On equating the real and unagmary parts from both sides, we get

.\\

'§=§Y—} a—:—a- . & '"(3)
Thus, the necessary conditions for the existence of the derivative of f{Z) is that the C- R equations should
be satisfied.

(b) Condition is sufficient :

Suppose {2) is a single-valued function possessing partial derivatives

2l¥
2|2

o -
.g, at each point

|

of the region and the C-R equations (3) are satisfied,
Then by Taylor's theorem for functions of two variables (p. 176).

f(z+82) = u(x +8x,y) +iv(x +8x,y +3y)

= u(xd’)+[§:-6x+%8y)+ ..... + i[v(x,y)+[%8x +%6y)+#]

[Omitting terms beyond the first powers of 8x and &y )

f(z+82)- f(z) [2 +|g-xv- x‘-i-[%ﬂ%)é)r

. . . A |
Now using the C-R equations (3), teplace *a; and ”5; by e and x respectively.

Then

o o &x ox  ox i

[g: + l-——](ﬁx +idy) = [——+1£‘y—

f(z+8x) [—éx—+1év—]ﬁx+[—§1+1-a—u—]6y [@—+1ﬁ]ﬁx+[l§-‘(—+§u—x{|lﬁy :

f(z+ 8z) - f(z)

f' —_
(z) Bz—)o oz

T Y
x w "y oy
Real part of analytic function,

|.1=x3’—3xyz'-!-3x2 —3y2 +1
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. Lﬂt f(z}=u+iv
Where, C u=xd-3xy?43xP -3yl 41

f'(z) = ax-i-i'ax _

u . ov

x oy
=3x2 - 3y? + 6x - i{—6y — 6xy)
=3x? - 3y? +6x +i{6y + 6xy)
By Milne-Thomson's method, we express £'(2) interms of zby putting x =z & y =0
1'(z) = 322 + 62+ i(0)

_ =322 +62
Integrating w.r.t z, we get

32 622
@55

=22 +3z¢ +ic

f(z) = (z+3)2? +ic.

H do
Q. 4. (b) Evaluate J‘-———-——-——-z sé<ac<l-
: o 1-2asin6+2
2x
. do
Ans. : I=I

0 1-2asind +a?

Putting z=ew, dB=dz/iz,

cosf = —l-(z+ -I-]
2 z

’ | sind = -]-[z——i]
And > 3
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i=] ‘ Las 7 = 774z
CI—Za%(z--l-)+a2 iz icz-az +a+aiz

z

= .I.J f(z)dz where C is the unit circle
i
C

1
Now f{z) has simple poles atz=a, : and the second order pole at z =0 of which the poles at z=0and z
= g lie within the unit circle,

Resfl2) = Iz,ing[(z -a)f(z)]

il z—az? +a+a® -iz?

1 a

i(a-as +a+a4i)

& R f(0) = Limi[z2 f(z)]

z~>0

z

1. d
=—Lim—
iz>0dz (z— az’ +a+a2izz)

_ {+a®
2ia?
Hence, I = 2ni[Resf(a) + Resf{0)]
= 2ni a _ 1+a2
i(a a3 +a+ a“i) 2ia2‘ .

sin nz® + cosnz?

Q. 5. (a) State and prove Residue theorem and use it to evaluate I—--—-—;—~—~— dz
' ¢ (z-1)"(z-2)

Where C is the circle jz{ =3
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Ans, Singular points of an analytic function :

We have already defined a singular point of a function as the point at w!uch the function ceases to be
apalytic, If z = a is such a singular pomt of the function f{z) then there exists a circle with centre a which has no
other singular point £(z), then z = a is called as isolated smgular point. in such a case, £z) can be expanded in
a Laurent's series around z = a, giving

f(2)=cg +cl(z-a)+cz(z—a)2+ ..... + c_;(z*a)*l’+c_2(z—a)-2+ ...... A

If all the negative powers of (z~a) in (1) after the nth are missing, then the singular point z = a is called
a pole of order n. A pole of first order is called a simple pole.
If the number of negative powers of (z-a} in (1) is infinite; then z = a is called as essential singularity. _

2. Residues : The co-efficient of {z— a\)_I in the expansion of f{z) around an isolated singularity is called

the residue of f(z) at that point. Thus from (1), the residue fz)atz=ais c_;.
Resf(a) = —— §f(2)dz
2ni °C

ie., IC f(z)dz = 2niResf{a)

Residue theorem : If fz) is analyticina closed curve C except af a finite number of singular points within
C, then

JC f(z)dz = 2xi x (sum of the residues at the singular points within C)

Letus surround each of the singular points a,, a,, ......, 3, by asmali circie such that it encloses no other

singular point. Then these circles C;, Cj, ......, C,, together with C, form a multiply connected region in which
f{z) is analytic. '
. Applying Cauchy's theorem, we have

IC f(z)dz = ICI f(z)az +ch f(z)dz-l-....'....d-_[cn f(z)dz
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= ZuE[Resf(a|)+ Resf(ay )+.......+Resf(a, )]
which is the desired result
.. ’ 7 '
M—;-&of-gi—dx ,where Cisthecircle [Z=3.
(z-)"(z-2)
(2) = sinn? +cosnz?
(z-1)’ (z-2)
Analytic within the circle [z} = 3 excepting the poles z=1and 2= 2.
Since z= 1 is a pole of order 2. '

sinn® +cosnz’
Resf(l) = [dz{(z ) f(z)}Ll:[?i‘[Tﬂ y

(z~ 2)(21tzcos nz’ -2nzsinnz’ ) - (sin n2? +cosmz? ) '

(z-2)°

Evaluate IC

z=}

=(-1)(-2r)—(-1) = 2n +1

' 2 2
Li sinnz® +cosnz
Also Resf(2 le[z -2)f z)] m——————pm— = |

z—>2 (z- |)2
Hence by residue theorem,  /
Jo 1(z)dz = 2i[Resf(1) + Rest(2)]) = 2ni(2n + 1+ 1) = dn(n + 1)i

2" -1
Q.5. (b) Expand r—w forizj=3

What is the difference between Taylor's series and Laurentz's series of a fanction?

2% -1
Ans. Expand m fqr|zl=3
By partial fraction
2-1 &
(z+2)(z+3) (z+2)(z+3) (z+2)(z+3)
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=22(z+2) Hz+3) " —(z+2) " (z+3) )

For |1< 1 both |z} 2{ and (z) are less than 1. Hence equation (2) is given as
| . z ¢ Z°
f(2)=——| 1+ 2+ v 2y
(@ 2[+2+4+s ]

+(l +z+2° +7.3+.....)

1 3 7, 15
=z 2 =Dt
27378t !623

Which is a Taylor's series.
If f(z) is analytic inside a circle with C with centre at a, then for z inside C,

f(z+) = t”(a)d-f‘(a)(z—-a)+-t:-.i(-:—'l(z-a)2 +.......+f§l(z-a)“+ ...... ()

Proof : Let z be any point inside C. Draw a circle C, with centre at a enclosing z (Fig. 18.19). Lettbeapomt
on Cy. We have

1
t-2 t-a-(z-a) t-

1
=ll'“_z (
tal_tat

f
al!

z-a]" |
yolf]

C

As |z-aldt-al,ie., |(z-a)/{t-a)<], this series convergesmufonnly So, multiplying both sides of
(u)byf(t),wecanmgrateover C.
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f(t) f( ) dt z-~2) JC dt"l- +( a) IC (‘) dt+....

Cit— z = ey t- "+'

i)
Since f{t) is analytic on and inside C,, therefore, applymg the formulae (2) to (5) of p. 509 to (iii), we get
{i) (i) which is known as Taylor‘s series.

Obs. Another remarkable fact is that complex analytic functions can always be represented by power
series of the form (). .

{iiiy Laurent's series :
Iff(z) is analynq in the ring-shaped region R bounded by two concentric circles C and C; of radii r and
ri(r > r;) and with centre at a, then forall zin R

f(z) = ag +a)(z-8)+a,(z~ a) ...t a_i(z-8)" +ay(z~a) 2+

f(t)

Where | 8 = Ini II‘ (t- a)n«n-l

[ being any curve in R, encircling C, (asinfig.) -

Proof : Introduce cross-out AB, then f{z) lsanalyncmﬂiereglonbbomadedbyAB L o3 descnbed
clockwise, BA and C described anti-clockwise (see fig.). Then if z be any point in D, we have

et e, e ]
='Rzal:i_th-(-tldt-jfs tfftld't] RN ()

Where both C and C; are described anti-clockwise in (i) and integrals along AB and BA cance).
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For the first integral in (i), expanding 1/(t-2) as in & (2) we get

L £, _oiz-a f(t).
-[C Z xi Ic(t a.}n+l

2ri o]

=Za,(z~- a) where #n 2""[(:((—3)"”

* For the second integral in (i), let t lic on C; . Then we write

Part-C

Q. 6. (a) There are three bags : first containing 1 white, 2 red, 3 green balls; second 2 white, 3 red, I
green balls and third 3 white, 1 red, 2 green balls. Two balls are drawn from a bag chosen at random. They are
found to be 1 red and 1 white. Find the probability that ball so drawn came from the second bag.

Ans. Bagi
. Number of white Ball =1
~ Number of Red Ball =2
Number of Green Balls =3
Bag2
Number of white Bal =2
‘Number of Red Ball =3
Number of Green Balls =1
Bag 3
Number of white Ball =3
Number of Red Ball =t
- Number of Green Balls =2

Probability of two ball drawn from the bag
21

614Y

|
Probability of 1 red ball = '
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Probebility of | whiteball =1
Probability of getting ball from second bag
20
T2

-2
Tet”

Q. 6. (b) Is the function defined as follows a density function?
f(x)=¢*, x>0
=0 otherwise
ifsofind P15 X52].
Aans. (i) Is the function defined as follows a density function
f(x)=e™™, x20
=0,x<0

(ii) If so, determine the probability ﬁntthevariatehavingﬂ:is_dmity will fall in the interval (1, 2)?

(iif) Also find the cumulative probability function F(2)?
(i} f{x)is clearly > g foreveryxin(},2)and
[2 )= 7 0+ [Te dx=1
Hence the function f{x) satisfies the requirements for a density function.
(if) Required probability = P(1 $x $2)

Ty
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- fe*s dx=e! —e? =0368-0.135 = 0233

This probability is equal to the shaded area in fig.(a).
 (iif) Cumulative probability function F(2) -

fw f(x)dx = ﬁo.a +I:e"‘ dx

=i-¢72 =1-0135=0865
Which is shown in fig. (b).
Q. 7. (») Define Poisson distribution and discuss some of its properties,
Ans. 1. Poisson distribution :

It is a distribution related to the probabilities of events which are extrmely rare, but which have a large
number of independent opportunities for occurrence. The number of persons bomn blind per year in 4 large city
- and the number of deaths by horse kick in an ammy corps are some of the phenomena, in which this law is
_ This distribution can be derived as a limiting case of the binomial distribution by makings very large and

p very small, keeping np fixed (=m, say). .
- The probability of r successes in a binomial-distribution is

—2}..(n—r+ll)

P(l') =N Crpl’qﬂ-z = [I(I'l-l)(l‘l

pI'ql'l--f

- mp(np—5)(op~25).{rp -1~ 1p)

(1-p*"

~ As p—> @, p—>0 (up=m), we have

m . (l-m/n)" m .
R(r rt.f‘i'ﬂ(l_m;,,)r e

o em mie™™ m'e™
) s e » 2! grrrsess s "l

Favaney

* The sum of these probabilities in unity as it shouid be.
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2. Consunts of the Poisson distribution : _
Tbese constants can easily be derived from the corresponding comtants of the binomial distribution
gimply by making n—»w, p—>90, (q— 1) and noting that np =m

Mean = Lt (ap)=m
=Lt(npq) = mLt(q}=m
Standard deviation =Jm
Also p3=m, p4=m+3m2

. Skewness (= By ) =1/m , Kurtosis (=Bz)=3+1/m.
~ Since ;3 is positive, Poisson distribution is positively skewed and since B, > 3, it is Leptoburite.
 (iill) Applications of Poisson distribution :

- . This distribution is applied to product concerning : (i) Arrival pattern of'defectwe vehicles in a work-
shop', patients in a hospital's ‘telephone calls.".

(ii) Demand pattern for certain spare parts,

(iii) Number of fragments from a shell hitting a target.
(iv) Spatial distribution of bomb hits. '
Q. 7. (b) Fit a normal curve to the following distribution

2 4 6 10
1 4 6 1
Ans,
2 4 6 10
1 4 6 R
) ZEx; 2+16+36+32+10
Mean = —-i =
N =gy, 16
=;’§-
‘16

=6
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. Mean of Poisson distribution
ie., ' m=6

Hence, the theoretical frequency for r successes is

Ne™"(m)"._ 16¢75(6)"

r! r!
Wherer<=0,1,2,3,4
. The theoretical frequencies are : -
X 2 4 6 : 8 10
1 4 6 4 1
( e t=06 1),
Q. 8 (8) Using Simplex method,
Maxiniu'z=5:r.l +3Iz

ubjectin X3+x382,
le.-l- 23510
3_:-.+sx,sn; xl; X 20.

Using simplex method
Minimize Z=5%) 3%,
Subjectto X;+X3 $2, 5%, +2x,.510, 3x1+8x2 <12, xx, 20

Solution oonslsts of the following steps :

Stepl Check whether the objective function is to be maximized and all b's are positive. The problem
bemsofmaxlminnontypeandallb'sbemg 20, tlmstepisnotnocessmy

Supz  Express the problem in the standard form.
Bymmducingmeslackvambles 8, 83, sg,dleproblemmamdandfombeoomu
Max. Z=Sx|+3x2+% +Oaz+053

.Subject to Xy + x5 +5; +08 +0sy =2
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5&1+2x.2 +0sy +52 +053'=l_0
3x; +8xy +08; +0sy +0s3 =10
X1, X3, 81,82, 5320

Step 3 : Find an initial basic feasible solution

There are three equations involving five unknowns and for obtaining a solution, we assign zero values to
any two of the variables. We start with a basic solution for which we set x; =0 and x5 =0. (This basic

solution corresponds to the origin in the graphical method). Substituting x; = x; =0 in (i), (i) and (iii), we get
the basic solution . .

5 =2,5, =10, 83 =12

Since all 5,, s;, 83 are positive, the basic solution is also feasible and non-degenerate.
. The basic feasible solution is given by the following table :

¢; 5 3 0 0 0

cp Basicx¢ - X3 3y 83 8 b 0
¢ 5 ) 1 | . . 0 0 2 2t -
0 ‘sz 5 2 0 1 0 10 15
0 53 3 8 0 0 ] 2 1273

Z= 2cﬁaij 0 0 0 0 0 0

Cj=¢;-Z; 5 B 3 0 0 0

. _

[For x; - column (j=1), Z;=Zcpaj =0(1}+0(5)+0(3)=0
And for x, - column (j=2), Z; = Zcgajy = 0{1)+0{2)+0(8) = 0.
Simiarly - Z; = 0{2)+ 6{10) +0{12) = 01

Step 4 : Apply optimality test.
Aﬁ C; is positive under some columns, the initial basic feasible éohnion is not optimal (i.¢., can be
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improved) and we proceed to the next step.
Step 5 ; (i) Identify the incoming and outgoing variables.

The above table shows that x is the incoming variable as its incrementai contributions C;(=5) is
maximum and the colurzn in which it appears is the key column (shown marked by an arrow at the bofiom).

Dividing the elements under b-column by the corresponding elements of key-column, we find minimum
positive ratio © is 2 in two rows, We, therefore, arbitrarily choose the row containing s; asthe key row (shown
marked by an arrow on its right end). The element at the intersection of key row an the key column i.e., (1), the
key element. s, is therefore, the outgoing basic variable which will now become non-basic.

Having decided that x; is to enter the solution, we have tried to find as to-what maximurm value x; could

have without violating the constraints. So, removing s; , the new bas:c will contains Xy, s, and s3 asthe basic
variables. : .
(ii) erate towards the optimal solution :

To transform the initial set of equations with a basic feasible solution into an equivalent set equations
with a different basic feasible solution, we make the key element unity. Here the by element being unity, we
retain the key row as it is. Then to make all othet elements in key column zero, we subtract proper muitiples of
key row from the other rows. Here we subtract 5 uses the elements of key row from the second row and 3 times
the elements of key row from the ... row. These become the second and the third rows of the next table. We also

change the corresponding value under ¢g column from 0to 5, while replacing s, by x, under the basns Thus,
be second basic feasible soluhon is given by the following table :

¢; 5 3 0 0 0
¢p Basic x; X3 51 $2. $3 b [¢]
5 X 1 1 1 0 0 - 2
0 S 0 -3 -5 i 0 0
0 S5 0 5 -3 0 i 6
Z;=Zcpay S 5 5 0 0 10
Cj=¢j=Z; 0 -2 -5 0 0

As C; is either zero or negative under all columns, the above table gives the optimal basic table solution.

This optimal solution is x; =2, x; =0 and maximum Z = 10.
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Q.8. (b) Using dual Simplex method
Maximize 2z, =-3x;—Xx3
Snbjeetto x;+x; 21,
I+ 22;
X), X220,
Ans. Consists of the following steps:
Step 1 : (i) Convert the first and third constraints into (<) type. These constraints become
-X] =Xz S~-1, -x) - 2%y £-10 |
_ (ii) Express the problem in standard form
Introducing slack variables 8, 53, 53, 54 the given problem takes the forn
| M. Z=-3x;-2x; +0s,}032+053+034
' Subjectw .' “X| =Xz +8y =1, Xy +%X3 83 =7, —X; ~2x3 +53 =10,
_ x2+34=3,xl,xi,sl,sz,s3,s4210
| Step 2 : Find the inigial basic solution
Setting the decision variables x,, X, each equal to zero, we get the basic solution
x1=2X=0,8,=-1,5=T,53=-10,8y =3 andZ=90

. Initial solution is given by the table below :

o 32 0 0 0 0

cg Basicx; X2 $1 5; 83 84 b

0 5 -1 -] 1 0 0 0 -

0 5 i o 1 0 6 7

0 sy -1 2 0o 0 ! 0
Zj=Zcga; 0 0 0 0 0 o 0
Cij=c¢j~Z; 3 2 0 o o > o
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Step 3 : Test nature of C;.

Since all Cj values are <0 and by = -1, b3 = -10, the initial solution is optimhl but infeasible, We
therefore, proceed further. '

Step 4 : Mark the outgoing variable.

Since by is negative and numerically largest, the third row is the key row and sy is the outgoing variable,

Step 5 : Calculate ratios of elements in C-row to the corresponding negative elements of the key row.

These ratios are ~3/-1 =3, —2/-2 = ) (negative ratios corresponding 10 +ve or zero elements of key row).
Since the smaller ratio is i, therefore, x, -column is the key column and (+2) is the key efement. '

Step 6 : Iterate towards optimal feasible solution.

(i) Drop sy and introduce x; alongwith its associated value ~2 under cp column. Convert the key
element to unity and make all other elennnts of the key column zero, Then the second solution is given by the
table below : . : ' o ,

¢ 3y 2 0 0 ¢ 0
cg Basic X1 ' X3 ' ) 5 53 S4 b
1 1
0 8§ "3 0 i 0 -3 0 4
1 : 1
0 8 3 0 0 1 ) 0 2
1 1
2 X3 ) I 0 0 "3 0 5
-4 1
0 S4 5] 0 0 0 3 1 2«
Zj=Ecpgay i 2 0 0 1 0 -10
Cj=e¢j=2j 2 0 . 0 0 -1 0
T
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Since all Cj valuesare <0 and by = -2, this solution is optimal but infeasible. We therefore
further. proceed
(ii) Mark the outgoing variable.

Since by is negative, the fourth row is the key row and s, is the outgoing variabje.

(iify Calculate ratios of elements in C j -row to the corresponding negative clements of the key row.

|
This ratios is ~2/ ) =4 (neglecting other ratios cotresponding to +ve or 0 elements of key row).

!
.. X -column is the key column and ( ~ '2‘) is the key element.

(iv) Drop 54 and introdyce x; with its associated value ~3 under the cg ¢Gfamn. Convert the element to
unity and make ail other elements of the key column zero. Then the-third solution given by the table below :

3 ~3 =2 a X% 0 ul
cg Basic x, X3 5 52 B3 S | b
0 5| 0 0 1 0 ~1 = &
0 Sy 0 g i ! i i 0
-2 X3 0 ! o 0 0 i 3
<3 Xj I 0 H 2 ~10 -2 4
Z; -3 -2 0 g 3 4 ~I8
I' C -0 4 0 0 =l 4 J

Since all C; values are < ¢ and all b's are > 0, therefore this solution is optimal and feasible. In the

optimal solution is x; =4, x3 =3 and Z 5 = ~18.
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